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PREFACIK

The Third Awstrian-Hungarian Infarimatics-Conference and the first to be held
in Awgiria took place at SchloQ Retzhof near Giraz. Like its predecessor at
Sopron 1987 key researehers in the field of computer science from both
countiies were present. Nun nuimeric data processing issues were presented in
10 Awsirian and 13 Humgarian papers in the field of cooperative and rman-
machine systems, graphics, databases and artificial intelligence.

e want to thank all supparting bodies and all individuals who have eoniributed
to make this conference a sucecess. A\ special "Dankeschén" goes to Mirs. Miaria
Tath for the organization of all Huingarian madters, including the printing of the
proceedings, and to Mk Awita VYAarner for keeping happy all participants as a
conference secretary.

Grraz/Budiapest, Septermber 1988 V. H Haase
E Knuth
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BREND NMBER GRUNGHING tHhibad Austsian-Hungariian thiforretiics Gonf. p. D13,

JNFURMAATION-BASED AND COMPRITASTIONAL COMRRESNTY
OF FRHNSICALLY REMINZABLE MAKEHINES

A. CHURGAY

Hungarian Acadeiy of Sciences
Budapest, Reonsewelt dtr 9, H-1051

Abstract.. In our review compuiation is considered as a
physical process, defined by a Hamiltonian ((hardware)

and amitial conditions (&=dfhware).. Information-based and
computational complexities are imtroduced. It is shown
that bounded propagation speed in planar digital machines
does 1imit the computational power of parallelism. 1In the
universe of binary strings the asyinptotic Jlimits of
sequential deterministic Turing-machines can not be
overcome. Probable mismatch between measurability and
computability of physical quantities is exposed.

i§§¥=w@3fd§.- Computatiom, Complexity, Turing machines,
lel eomputing., Computability '

1. PHYSICS AND COMPUTATION

Seience has a history of synthetizing many phenomena into

a few and elegant theories. Heat and sound were explained

By the laws 6% motion; electricity.,magnetism and light

by the laws of electeomagnetism. Quantum mechamics supplied
Eﬁe 1aws behind the whole chemistry, and by explaining the <
interaction of photons and elementary particles a synthetiz
theery of guantum electrodynamics (QED) has emerged. At this
stage all phenomena of the physical world can be explained

by three laws: QED, gravitation and nuclear physics. Recent
a%’ee ts to synthetize these laws into a "grand unified theory"
are also promiskng:.

The observed complexity of nature cam be explaimed by addig
adaquate algoeithms to the laws, which startimg from am
initial state and applying the laws would calcuwlate, thys

predict the measured data. We use machines to execute the
algerithiis.

Conplexity should be grasped by our macthinmes:. Boundimg N bits
of informaktieom inckeases the negative of the thermodymamic
entrepy ('negentropy') by at least NOKT. Im every momemt of
tife the infornatiom already captured is represemted by
spatial negeitdiapy. The algorithm changes this megemtrompy

iIh EERGs.

-9 -



In our machines there is an unchangable time-invariant
structure, defining a Hamiltomniam, carved into the lattice,
called hardware, and an easily changable dynamies of photens
and electrons is superimposed on it, the initial eondition
of which is defined by the programs, called software.

All machines, digital, analog or hybrid, are defined by a

Hamiltomiam, which can be programmed by implementing an initial
state on it.

Computation is a physical process, obeying the laws of physics.
However, the lavis should be formulated in terms of comiputable

algorithms, which depend on the lawik. We face a mutual
determination.

tr. THE URIVERSE OF BINARY STRINGS

Mapping of a binary string into another one, i.e. a program
written in a formal language, can be represented by a binary
string as well. Thus recursive functions, even formal languages

and Turing-machines can be considered as elements of the set of
binary strings. '

Thus binary strings form a "wniverse™, in whieh all obsefwatﬁmuﬁ‘
and theorems are binary strings. 1n case of a coniputer one

string defines another wfen it is a program for the computer
to calculate the second string-

Information-based complexity of a binary string is defined

to be the shortest program that makes the computer #o

ontput the string. Any string of length n can be calculated
by putting it directly into a program as a table, thus the
complexity iIs less or egqual to the length of a string-
Kolmogonww(11965) and Chaitin ((1966) proposed to call randem
those strings of length n whose complexity is appoximately n,

Soloemonoff and Chaitin used the notion of information-based
complexity to formulate the situation that a researcher faces
when he has made observations and wishes #o understand them
and make predictions. He searches for a theory. We consider
his observations #o be represented by a binary string, and the
theory to be a program that ouputs the string. Scientists
consider the simplest theory to be the best omne, and that if
a theory is too "ad hoe"™, it is useless. The simpler the
theory, the shorter the program, thus the information grasped
by the string can be squeezed into a smaller space.

The relevance of this notion to iInformation processing, storage
and retrieval is obvious: if a binary sequence can be described
by a short program, then this means that the information
content of it can be "'squeezed" into small space. Information-
based complexity has a spatial character.

1f we try to recover the conmpressed sequence we have t© be
able to carry out the necessary conmputations. Information-
based complexity sketeched above does not say anything about
the time necessary to comipute the sequence from its generating
program. 1In information processing a different kind of
complexity, the so-called computational one is widely applied

to describe the number of steps necessary to run a progeai,,
to perform an algorithim.

- 10 -



Let us pose the problem of the algorithmie calculation of the
shortest program that will generate a giwén series, i.e. the
problem of finding the information-based complexity. 1t has
been shown that the computational complexity of this problem
is undecidable, i.e, there is no such a solution of this
problem whieh would terminate in finite steps.

Nevertheless, the universe of binary strings is an extremely
riech universe. The Turing-Church Thesis tells us that Turing-

machines, formal languages and recursive functions are isoemorph
sets..

Turing-machines are sequential. This has an inmpact on the
computational conplexity of problems solved on theii,

11t. FULL PARALLELESM 1S EQUIVALENT TO TURING MACHENES

There were some hopes that by full parallelism, i.e. by machines
in whieh arbitrary number of bits can be processed at any
instant, the asymptotic blow/fwp of a number of important
algorithms could be overcome. This would mean that problems

of NP-hard computational coniplexity could be solved by
polinomial algorithns.

We have looked at a model, introduced by Chazelle and
Monier, which exploit the possibility of unbounded
parallelism wuftille trying to remain realistie. (Most of the
old models contradict basie laws of physies by making the
assumption that the transmission of information is
instantaneeiiss )

1t is a model for planar, digital computing deviees, and
the propagation speed of information is bounded by a
consiamt ..
In this model
- the information is digital (hinary) and encoded
by the value of a physical parameter at specified
times and locations;
- a cireuit computes a boolean function

Ny — N\ p
N_K\g Y%/"'l Ym/—lel"%;’ e e ey W'\

- the size of a problem is the total number of input
and output bits;

- a circuit is a planar layout of a directed graph,
where the nodes are finite-state-automata (F54)
and the edges are wires. The inputs and outputs
of the FSAs are boolean values stored at the endpoints
of the wires, and we can assume long wires #o be
decomposed into unit-length segments connected by
nodes computing the identity function. This allows
us to associate each wire with exactly one variable,
and thus assume that it has unit bandwith;

- communicating information with the outside of the
circuit takes place at special nodes called 1/0
ports and located on the boundary of the circliut;

- both the area A and the time of computation T have
quantized units, usually denoted by Rwand T .

A node performs an operation ingat least unit time T,
and it has an area at least \°;

- wires have width at least A, and they transmit in-
formation at bounded speed.

- 11 -



The model is a physical parallel model, since an arbitrary
nufiber of bits is processed at any instant. 1t can be
considered to describe any planagk, digital, physical
machine..

1t has been shown that any model deseribed above, solving

a problem of size N in time T and area A can be simulated

6n a twg—dimensional Turing mechine in sequential time

T =0(WT*), using the same area, and vica versa, any determi-
nistiec Turing machine whieh computes a function in time T
with a tape of length L can be simulated on our model-ecirecuit
of area O(L) in time O(T).

Thus the high parallelism does not change the class of
computational complexity. 1n physical machines there exist
a relation between the time of computation and the area that

can be active during this time. From an asymptotie peint
of view any physically realizable digital machine is

polynomially equivalent to sequential machines, e.g. to
deterministie Turing machines.

As a consequence not only the uncomputable (e.g. halti
problems bat also the NP-hard problems remain intractable

even with the use of an unbounded amount of digital
hardwaire..

1v. COMPUTABIL1ITY AND MEASURABILITY

In the binary universe there are well-posed mathematieal
problems, e.g. the halting problem, or the set of noncomput-
able numbers, which cannot be solved by digital maehines,,
i.e. there is no algorithm which would solve the preblem by
a terminating program. Noncomputability depends neither on
computers nor on languages. Computability is an attribute of
the number itself, and not how that number is presented, and
noncomputable numbers are dense in the reals, because the
cardinality of the set of programs is equal to the set of

integers, which is smaller than the cardinality of the set of
real numbeks.

1n physies each real number is considered to be"measursble,
at least in principle. 1s it a prejudiece that every measurable
quantity should be computable, or wk have to accept that the
universe of binary strings is not rich enough to reflect the
observed complexity of nature, i.e. there are measurable
numbers nonecoputable..

in case of noncomputability two cases should be distingultished::
@) we do mot Haow tthe alkgonithmic saldian of @A gualken as
yet, or (@i) we can prove that no solution does exist in the

universe of binary strings, 1ike in case of the halting
problem.

Examples have been presented in which physical gquantities
can be measured with given accuray., on the other hand they
cannot be computed with given aceuracy.

- 12 -




1t is suggested that universal machines covering broader

sets then digital machines should be looked for. Others suggest
that the binary universe is rich enough, and the complexity

can be grasped by inventing new models of evolution reflecting
the self-organization of nature. Active research is going on

in both directions.
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Algorithms in Polynomial 1deal Theory and Geometry *
Franz Winkler

Institut fiir Mathematik and
Research Institute for Symbolic Computation
Johannes Kepler Universitiat, A-4040 Linz, Austria

Abstract

Many geometric problems can be formulated as problems about polynomials. By
investigating the polynomial ideals associated with geometric problems one can
often arrive at powerful decision algorithms. Algorithms for solving problems
in the theory of polynomials and pelynommial ideals, suieh as the Grébner basis
method and the eylindrieal algebraic decomposition method, are described and
applied to a variety of specific geometric problems.

The goal of this paper is to show how powerful algorithems for dealing with polynomial
equations and inequations can be used to solve a variety of geometric problems. The paper
is structuted according to specific problems, and the theory is developed as far as it is
necessary to solve those problems.

Problem 1

Suppose we are given a finite number of polynomial equations

fi(zy,..,zn) =0, fra(z1,.. . y20) =0 (@_D

over some ground field K and we are interested in the solutions of this system. The ring
of polynomlals in the indeterminates Xi,...,z, over K is denoted by K[xi,...,2p]. We
obsefrve that whenever = (%4,..., 8,) is a solution of this system and the new polynomial
f is a linear combination of fi,.....[f., i.e. f = > - h;f; for some hi & Klfaii,....,Xn],
then X is alse a solution of f = 0. So the solutions of the system (1) are really the
solutions of all polynomial equations f =0, where f is a linear combination of fj, ..., fin-
The set of all such linear combinations forms an ideal in K [xi,....,x,] and we denote it
by ided((fi, ..., fn), the ideal generated by fi,...,fm~ The polynomials fi,...,fm are
called a basis of this ideal. On the other hand, by Hillbert’s Basis Theorem, every ideal in
K[xi,...,%n] has a finite basis.

The first problem that we consider is a fundamental problem in the theory of polyno-
mial ideals, namely the ideal memibership problem.

Problem 1:

given: £y lfiyeee, fn & K{xx,...,Xxsl,
decide: ff E ideal(fi,.-..ffi)}-

For solving Problem 1 we have to introduce some notation first. If u is a power product,
i.e. uis of the form X)* »»»2% for some nonnegative integers ij,...,in, then the degree of u

*) Work reported herein has been supported by the Osterreichische Forschungsgemeinschaft and by the
Fonds zur Férderung der wissenschaftlichen Fersehung , Projekt Nf. P6763.
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in Xj is defined as degg;, (u) = ij, and the degree of u is defined as deg(u) = >_7_, deg,, (u).
Let X be a linear ordering of the power products in the indeterminates Xj,... %, which
makes 1 = x? «+<x® the least power product and is compatible with multiplication, i.e. if
Wi =< gz then for every power product u we have u »tj <u »t2: Such an ordering X is
called a term ordering. Examples of term orderings are the lexicographic ordering ~J

u <j u' < exists A 1< k< n, such that
deg, (u) =degp (@) for all r < A and deg/\[u) < deg/ (u'),

or the graduated lexicographic ordering <y
W <4 ' <= deg(u) < deg(u*) or (deg(u) = deg(n*) and u </ u').

From now on let X be some chosen term ordering.
Every nonzero polynomial f can be uniquely deecompesed inte its leading term 1t{f)

(consisting of a leading coefficient lc(f) and a leading power produet lpp(f)) and its redue-
turn red((f), where

f = le(Hlpp(/) + red(f) (2)

and Ic((f) % 0 and lpp(f) is greater (w.r.t. <) than any power product occurring in red(f).

Every set of polynomials F C Hifaxi,...,x,] induces a reduction relation —yp on
K{xi,. .. ,%p] in the following way: gi —yp g2 iff 52 = §i < iy *uf for some f E F
and u a power product such that u 1lpp(f) occurs in gi with coefficient a. In words: g\
i3 reducible to 52 modulo F. If no such u and f exist, then §l is irreducible modulo F.
This reduction relation is Noetherian, i.e. every chain fii —yp {3 —> e+ terminates. By
—ye wenddaotiee t hefleefiegi teansitisdtictoslosuat of —r6.1.¢. g Yp-Hpihaidandlynifygifig is
reducible to h modulo F in finitely many steps. If f —%p g and g is irreducible module
F, then § is a normal form of f modulo F.

It is quite obvious that whenever fi —yp {2 then fii —/2 is a linear combination of
the polynomials in F. Therefore, if f —} 0 then f & ideal(F). However, the reverse
implication does not hold in general. Fortunately one can always tramsform a given basis
F of a polynomial ideal I into a so called Grébner basis F' of [, which is characterised by
the property that

f ET —=ff—yp®. (3)

An existence proof and also an algorithm for tramsforming any finite basis into a Grébner
basis are given in [Buchberger 65), [Buchberger R5]. If the elements of a Grbner basis are
reduced with respect to each other, we get a minimal reduced Grdbner basis.

Theorem 1: Let X be a term ordering. For every ideal [ C jF[xj,...,x*,] there exists a
Grébner basis F of [. The minimal reduced Grébner basis of I is uniquely determimed.

Now let us return to Problem 1. In order to determine whether f G ideal(F), where
F = {fi,...,fm}, we compute a Grobner basis G for [ = ideal(F) and reduce [ to
a normal form f' modulo G, i.e. f —y2 ' and f' is irreducible modulo G. Then
f 6ideal(F) <= f' = 0.

As an example we consider the ideal I generated by F = {fi, 2, s} in Qlz,y,z|,
where fi = xz —xyf —d4x* —, f2 =7’z +2x + 5, P = ¥*z + y* + fx. We want to
determine whether the polynomial f = 702y* —64x® + 2788x® —348x* + 395x —10 is
contained in the ideal generated by F. As the term ordering we choose the lexicographic

- 16 -




ordering with x X y X z. The minimal reduced Grébner basis for [ is G = {g1,92,93},
where

. 644 432.3 168, 354, ®

= 2 Yeaox % Gy % 4

9t =25 65 65 65 5
g =y? — —x! 4—-Eé>a3'3 —-Ext‘z 4+—HX;
13 13° T 13° T

f—40,9f 6l In fact, f = 70293 —6493. Observe that f is irreducible modulo F.

Problem 2

From a geometric point of view, we associate with every polynomial ideal / the set
of points V(/) C K™ at which all the polynomials of I vanish. V([) is called an (affine)
algebraic variety, the variety of [. On the other hand, startimg from an algebraic variety
V we consider the set A{V)) of all polynomials J which vanish on V. Clearly I C A(V(I)),
but in general the inclusion is proper. 1n fact .A(M{)) is the radical of [, radical(l), i.e.
the set of all those polynomials f for which some power f™ is in I.

So geometrically, we are more interested in the radieal memildership problem f &
radical((/) than in the ideal membership problemm.

Problem 2:
given:  Fiffvi, eoeTim &€ K[z loes 1Zli
decide: § G radical(fi,..., fm).

By adapting Rabinowitsch’s method of proving Hillbert’s Nullstellensatz, the following
theorem can be proved [Buchberger 85].

Theorem 2: Let f,fi,...,fmn € K[xi,...,x,]. [ & radicab(#L(/i,ffn) if and only if 1 &
ided((fi, ..., fm,2+f —1), where z is a2 new variable.

In order to decide whether f G radical(F), where F = {fi,1..,fm), we compute a

Grobner basis G for [ = ideal((fl, . -. , fm, z -f —1) and check whether 1 & [. So the radiecal

membership problem is reduced to the ideal membership problem, which we have already

- shown to be solvable. In fact, if G is the minimal reduced Grdbner basis for 1, then testing
whether 1 G [ amounts to testing whether 1 & G.

Problem 3
For given polynomials fi,..., fin we consider the homogeneous linear equation

fhzi 4 eoe4 faarm =0 (4)

in the unknowns zj,....,Zm. We are interested in the solutions of this equation in
K\Xi,...,z,}™. Every solution {gi,...,9m) & Ki{x),...,%p)™ is called a syzygy of

(fi,...,fm) The set of all syzygies of a given sequence of polynomials forms a submodule
of K[xi,...,X¥q]™ over K[axi,...,x,|. Every such submodule has a finite basis.
Problem 3:

given: fiyeooyfm © Kixi,. .. %,],
Bnd: a basis for the module of syzygies of (fi, ..., ).

Again, the Grobner bases method can be used to solve this problem. First a Grobner
basis G = {gi,---igk} is computed for [ = ideal(F’), where F = {fi,---,fim}} For G it
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is very easy to comstruct a basis for the syzygies, see {[Buchberger 85], [Winkler 86]. In a
second step the basis of the syzygies of G is tramsfiormmed to a basis of the syzygies of F' by
the following theorem.

Theorem 3: Let £ = (f1,...,fn)T and @ = {gi, i1, gk)* be two columm vectors over
K i, : - yXr]- Let X,Y be transformation matrices over K[xi,...,X,] such that G = X -F
and F =Y <G, Let the rows of the matrix R be a basis of the module of syzygies of G.
Then the rows of the matrix

are a basis of the module of syzygies of F.

Problem 4

For a (finite) number of algebraic equations

fl(ml,"wmn):()?"' sfm(mla"')mn):o @D

we want to determine the common solutions of this system of equations. Usually one wants
to fiind these sollutions in the algebraic closure K of the ground field K.

Problem 4:

given: /f1$)”’;?fm e K[[fcm,-'- : ,'X:nflln _
find: thiee sedt off cammmoon sodiittoossofl/ f; = - - - = fiz, = 0 over K.

Before we set out to generate the solutions to this problem, we might want to know
whether the system of algebraic equations fj =¢+<- = [, = 0 has any solutions at all.
This question ean easily be answered onee we have comptited a Grobner basis for the given
polynomials.

Theorem 4: Let F = {fi,..., .} @ NiGj»r..,27] and G the minimal reduced {Frobnei
basis for ideall(F). Then the system of equations (5) is unsolvable (in K)) if and only if
16@&.

Now suppose that (5) is solvable. We might want to deterimine whether there aie
fimitely or infinitely many solitions.

Theorem 5: Let F and G be as in Theorem 4. Then (5) has finitely many solutions if and
only if for every i, 1 < i < n, there is a polynomial g; in G sueth that Ipp(g;) is a power of
Xj.

For really carfying ot the elimination process, we compute the Grobner basis with
respect to the lexicographic ordering. The following elimination property of Grobner bases
has been observed in [Trinks 78]. It means that the i-th elimination ideal ef ldeal(@) Is
generated by the pelynemlals in G that depend only on the variables aii,. ... %,

Theorem 6: Let G be a Grobner basis w.r.t. the lexicographie ordering xi X X3 < »»» < ¥/,
Then

ideal(G) m K[x4,..., #)] = ideal(G A K[x},...,¥}]) for 1 <{ <,
where the ideal en the right hand side is formed in A'lxi,.... ).

As an example let us consider the same polynornials as in the example to Probiem L,
The minimal reduced Grobner basis G does not contain 1, so by Theorer 4 the systm
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of equations fi = /2 = fa = 0 is solvable in the algebraie clostire of Q. Furthermmore,
by Theorerm 5, this systern of eqiiations has finitelj many solutlons. The variables in the
Grobner basis G are totally separated. An approximation of a root of 53 up to db®.0ONMI
is —0.128475. This solution of §3 = 0 can be continued to solutions of 42 = 0 and gi = 0,
yielding the approximation (—0.12847% 0.32114% -23BHT18) for the original system of
equations.

Problemn 5

A plane algebraic curve is the variety of a single bivariate polynomial [Walker 78). We
want to compute the intersection of two plane algebraie curves.

Problem 5:
given: bivariate polynomials fi,/?, specifying two plane algebraic curves Ci, 2,
find: intersection of the two curves C),C2-

The points of intersection of the two curves Ci,C2 are exactly the points satisfying
the system of equations f\ =®, /2 = 0. Soe Problem 5 is reduced to problem 4.
As an example let us consider the two curves
Ci: Cz:

7

o = 2% 22293 13T fhry 9° fa =yt +2y° +y? — 32?2y + 22* — 322
We compiite the Grobner basis (¢ of {f, fo} w.r.t. to the lexicographic ordering,
getting the basis polynomials

1003 3724 250 2500
Ql:milqﬁ-s—lwlq-i- 81 &'-—a&) 5 4a
2 = et 137214 |, 1173797 8 92395]]1 b+ 3202095 ,

T 17689565 17689565 17689565 3537913
g5 _ 4 3uty 20439207 jg 253BINI6 o 464023179 4 162950991 ,

141516520 141516520 70758260 ﬂ_ 141516520
So the intersection variety of the two curves consists of finitely many points. The x-
coordinates of the intersection points are the solutions of the univariate equation g\ =
This equation has 9 different solutions, 4 of which are complex. One of the solutions of
yi = 0is X= —}V2. Substituting % into §3 = 0 and solving for y yields § = —f.

Problem 6

Many properties of an algebraic curve depend on the number and pesition of its
singular poifits. A singular point is a point of multiplicity higher than one.
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Problem 6:

given: a bivariate polynomial f specifying a plane algebraic carve C,
find: the singular points of the curve C.

The singular points of C are exactly those points, at which / and the partial derivatives
of / vanish. So the singular points are the solutions of the system

Thus the detection of singularities is reduced to the solution of a system of algebraic
equations.

As an example we consider the tacnode C3 (this is the curve from Problem 5, shifted
by 1 along the y-axis), specified by the equation f{x,y) —2x"—3x2y + y2-2y3+y4 = Q
For computing the singular points of C3 we have to solve the system

f{x,y)

(x,y) = 8 —b6xy = 0,
X

- 3Ny Y- YN+ Y =0,

d

3@N + 2y - 6y + 4N 0.
oy

A Grobner basis of this system w.r.t. the lexicographic ordering (x y) is

{(xX* xy, y* - y+ X"}
So C3 has two singular points with coordinates (0,0) and (0,1).

Problem 7

Although an algebraic curve in general is given as the variety of a polynomial, for some
applications - for instance drawing the curve on a screen - it is desirable to describe the
curve by a suitable parametrization. Rational parametrizations have been investigated ex-
tensively in algebraic geometry. An irreducible curve (7,i.e. a curve given by an irreducible
polynomial /(x,y) = 0, is rational iff there exist rational functions ~(A), 10(A) of a param-
eter Asuch that (i) for all but a finite set of values Aq for the parameter (0(Aqg),0(Aq)) is
a point of C, and (2) with a finite number of exceptions for every point (xo,yn) of C there
is a unique value Aq of the parameter such that Xg= 0(Ao0),yo = 0 (Aq).

Problem 7: I
given: an irreducible polynomial f{x,y) describing a rational algebraic curve C,
find: a rational parametrization 0(A), 0(A) of C.

Let f{x,y) be an irreducible polynomial of degree d describing an algebraic curve C.
The genus of the curve C is defined as

{d-1){d-2) 1

where the summation is over all points Pi of the curve C and is the multiplicity of the
point Pi. (In general, also “infinitely near” points have to be taken into consideration,
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see [Walker 1978].) The genus is a measure of how mueh the curve is deficient from its
maximum allowable limit of singularities (the genus can never be less than 0). An algebraic
plane curve C is rational if and only if g& = 0.

The simplest case in parametrizing a rational curve occurs when the curve C, deseribed
by the irreducible polynomial f{x,y) of degree d, has a (d —1)-fiold point P. W.l.o.g. P
can be assumed to be at the origin (othetwise a linear tramsformation is performed). In
this case a line y =\ through P intersects C in exactly one additional point Q, yielding
a parametrization of the curve.

As an example we consider the curve C\ of Problem 5. Ci is a curve of degree 4
having a triple point at the origin. The line y = M\ intersects Ci at the origin and at the
additional peint

B A3 - 3A M3A2
Vlmrae sl mr e i)

So
M -3A
T Myt
A~ 3A2

Y= My

is a parametrization of Ci-

A quartic curve of genus 0 can either have a teiple point or 3 double points. In the
second case one chooses an additional simple point on the curve and passes conics thtough
these 4 points of the curve. There will be exactly 1 free parameter in the equation of the
conic, and by Bezowt’s theorem there will be exactly 1 additional point of intersection. So
this additional point of intersection is uniquely determined by the free parameter in the
equation of the conic, thereby leading to a parametrization of the quartic curve. This idea
can be generalized, see [Walker 1978], [Albhy:amkear,Bajaj 87].

Problem 8

The inverse problem is to take the parammetric equations for an algebraic plane curve
- C and turn them into an algebraic equation defining this curve.

Problem 8:

: . _ B® ,, _ )
given: = = 5. Y = 20

a rational parametrization of an algebraie plane curve C,
find: a polynomial f(x,y) describing the ctirve C.

This problem has been solved in [Arnon,Sederberg 85]. It requires to find the algebraie
relationship between the variables x and y representing the coordinates of the points in
the parametric version of the curve C, given the algebraic relationships x »qj{t) —pi{t) =
02y:92(0—R2(0 = 0. So we have to compute a basis for ideal{x-qi{t) —pi{t),y-a2{t) —p2{t))n
K [&;,y]. According to Theorem 6, this can be achieved by a Grébner basis comptutation.

As an example we consider the curve C\ given parametfically by the equations

X=F -1,y & t{t? - 1).
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Starting from the relations fi : —x—1=20,/2 : —t—y =0, we want to compute
the relation between x and y. A Grdbner basis for the ideal generated by f\ and /2 with
respect to the lexicographic ordering x <y <t s

{thn —X—1, xt —y, yt —x* —X, y» —x" —x"}.

The intersection with Q[x,y] yields y*» = x* +x”, which is indeed the polynomial describing

the curve Cj.

Problem 9

Often a geometric statement can be described by polynomial equations over some
ground field K. As an example we consider a special case of the Apollonios Circle Theorem

[Kutzler,Stifter 86]:

The altitude pedal of the hypothenuse of a right-angled triangle and the mid-
points of the three sides of the triangle lie on a circle.

A(y./0)

A possible algebraic formulation of this problem is

(Vyi,...,yio)[hi =1mmr=hg =0 c 0],

where

hi = 2ys —yi =0 {E is midpoint of CA),
2= 2y4-yi =0 h3=2ys- y2=0 (F is midpoint of AB),

hi = 2yg—y2 =0 (G is midpoint of BC),

hs = (y? -yzY +vl - (y? - (ys - ys)» =0 (length EM = length EM),
he = (y? -yzY +yl - {ys-ysf~yi (length EM = length GM),
hi = (yg - yi)y2 + yiyio = 0 {H lies on AB),

hs = -yiyg + yzyio = 0 {CH perpendicular to AB),

and

C= (y? - yzY +yl - (y? - ysY - {ys - yio)» = 0 (length EM = length HM).

The polynomials hj,.

the geometric statement.

.., hg are called the hypotheses and c is called the conclusion of
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In order to prove the theorem, it suffices to show that c vanishes on all the common
roots of hi,.:.,hs, \.e. cis in the radical of hi,... ,hdCC C(yi,y2)fys2eaes, y10l). So this
problem is reduced to Problem 2, which can be solved by a Grébner basis computation. ¢
is indeed in the radical of the hypothesis polynomials (in fact, it is in the ideal generated
by the hypothesis polynomials), so the theorem is proven.

Usually a geometric theorem is true only after certain degenerate situatioms have beem
ruled out by a nondegeneracy or subsidiary condition. As for the hypotheses and the
concllusion, we require that the subsidiary condition be expressible by a polynomial, this
time by a polynomial inequation of the form 5(71, 111jyr) 2 0. Of course the subsidiary
comdition should not be so strong as to exclude all cases of the geometric construction. So
the problem becomes the following:

Problem 9:
given: hi,y.ooo hiyic® K@ . 2a,
decide: does there exist a polynomial 3 such that
(Vx & K™)(hi(x) = 111 = hm(x) = 0 Aj(x) % 0 = e(x) = 0)
and
(B3x 6 K®)(hi(x) = 2= Hyi(x) = 0 As(x) #0) ?
If so, find such an s.

Sallutions for this geometry theorem proving problem are described in [Wu 84],
[Cirow,Sciheltter 85], [Kutzler,Stifter 86), [Kapur 86], [Winkler 88]. The principal prob-
lem with all these solutions to the geometry theorem proving problem is that they cam
only deal wiith geometries over algebraically closed ground fields, e.g. complex geometry
and not real geometry.

Problem 10

Finally let us turn to the question of deciding problems in real algebraic geometty,
where we do not only allow the predicates = and #, but also comparisons < and <. This
leads to the elementary theory of real closed fields, see [van der Waerden 71]. Models for
the elememntary theory of real closed fields are the field of real numbets R and the field of
. real algebraiec numbers.

The elementary theory of real closed fields is decidable. Decision algorithims have been
given in [Tarski 51], [Seidienberg 54], and [Collins 75]. As an example of the eylindrieal
algebreic decompesition method due to Collins we consider the formula

A= ()W) + PP 4 < 0AP —25 +2<0).

The goal is to decide whether g>holds over the reals. In order to arrive at such a decision,
the plane is decomposed into connected regions, in which the signs of all the polynomials

A={y +5 -4, PP —2%+2}

occurring in the fermula are constant. In a projection phase the varlable y Is eliminated
by computing resultants and diseriminants of the polynomials in A, leading to

A= {* 426 —6, ¥* —4, x —1}.

The roots of the polynomials in A' give a decomposition of the x-axis IAto connected
regions on whieh all the pelynomials of A' have constant signs. So in order to test the
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signs of the polynomials in A' in any of these regions, a single sample point is sufficient.
Now the decomposition of  is lifted to a decomposition of R*. The polynomials in A are
evaluated at the sample points and the roots of the resulting univariate polynomials are
computed. From this information sample points for the regions in can be computed,
such that all the polynomials in A have constant signs in every region. In our example
sample points, e.g. (\/7 —1,0), are found which satisfy all the conditions in (). Thus (@) is
valid.
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ABSTRACT=

We propose the main architectural features of
HYPER-COSTOC (HC), a new computer based
teaching support system, parts of which are
currently being developed. We have called it
HYPER-COSTOC because it is based on a database
of 1lessons called COSTOC and because it has
facilities which have a hypermedia flavor. HC
is an advanced CAL system which can retrieve
and process, in a non-linear fashion, struc-
tured molecules of instructional or informa-
tion material networked together. HC uses a
mixture of presentation-type-CAI, object-
oriented programming, and query language tech-
niques for university teaching.

HC aims at a practical and viable approach
within a wuniversity setting. 1t comprises
tools for the creation, distribution, and
usage of a variety of courseware in a fashion
which is modular, technology independent, easy
to maintaim, and which includes drill, self-
test, exam and other modules. HC should be
geared to easy integration with a variety of
instructional environments:z as a support to
traditional lecture-style instriuction as well
as for the development of exploratory research
enviromnents..

This paper 18 a shortened version of a paper by F. Huber, H.

Maurer, and F. Makedén to appear in Journal of Microcomputer
Applicatiions..



1. INTRODUCTION

COSTOC is an international project which involves the production
and implementation of computer science courseware within univensiity
environment [WWD]].. Up to now, the word COSTOC has been an acromm
ffor cComputer Supported Teaching Of CoopptrterSBdmue. Since the
techniques inherent to COSTOC go beyond the domain of computer
science, we have now expanded this acronym to stand for; COnputtesr
Supported Teaching? Of Coursell

The COSTOC system is currently being used in about 20 educattionzl
insttattwttiions.. COSTOC includes a database of hundreds of one<ione
lessons, with more than 250 topics within computer science. Star
ting from this courseware basis, HC should add many new facillitibss,
including better navigatiom, browsing, window cross-talk as well as

aspects of student modellimg. 1t should be made clear, ONEY/E!

that the first implementation of HC will put little emphasis o
intelligent-CAI techniques (@e.g., intelligent tutorimg, intelligsnt
sttudent modelling) because we believe that further developments

will be necessary before 1CAI becomes broadly applicalble..

The important contribution of the ongoing COSTOC project is a mas
sive and growing database of high-quality lessons, mostly in co-
puter science, created by experts around the world. Lesson matsymil
consists of text and graphic segments, combined with a variety of
different types of frames (help, reference, question-amswer, etc).
For reasons of portability and maintainability, the COSTOC Ileszuns
do usually not include programs or other media, although they
the capability to incorporate such. By the end of 1987, some 250
computer science 1lessons were available, and this nuwmiber is ex:
pected to grow as high as 500 by 1989. Several labs are -cumenily
running in the US with the COSTOC database incorporated in tie
curriculum. Typical labs consist of a fileserver (a PC with a lamge
hard disk, or a Micro-Vax), containing the database of lessus
Student stations are attached directly to the fileserver or via LAN
or other networks.

The main differences between COSTOC and HC ecan be summarized &
fodlows:;
(@) Radical improvements of the authoring facilities
() Radical improvements of the delivery systeri
(€) Incorporation of the ability for simulation and pgKeE
inelusion within a lesson '

2. HRYPER-COSIOC:; A GENERAL VIEW

HC is a CAl system which provides a spectimim of "hypermedia ty!
facilities and tools to a lesson database with a ehelee for onlhing
and offline use. The philosophy of HC is both hardware and medic
independent. It is especially geared to a distributed, RICHRRNHYL
ter-based university environment which integrates a variety @
university resources in an intelligent way and whieh is aceeRssIDIR
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in different moclles to a network of off and on campus useEes.

2.1. A Typical HC Lab Configuration

A typical HC lab consists of a number of student/uiser workstations
which are connected via a network to a database of instructional
material. 1n the browsing mode, the workstation stays permanently
online. 1n the studying mode, a substantial package of instruction-
al material is "downloaded® into the user’s workstation and exe-
cuted 1locally, i.e., without requiring connection to the database
of 1lessons during this phase. The extent of browsing mode as com-
pared with studying mode depends on the type of configuration used;

(@ The browsing mode should be favored when workstations are
connected to a database server via a network with no time
charges. The same holds in the case that the workstations
lack sufficient local processing power.

(b) On the other hand, the studying mode should be favored in the
following cases:; 1f intelligent workstations are connected to
a database via a network with time charges, the studying mode
should be emphasized in order to minimize connect time
charges. Also, slow networks (below 9600 baud) tend to favor
this mode and material that is "Jargely sequential*. Another
case for the S-mode is that a database server of a fixed size
can clearly handle more workstations, as is the case with the
Austria-wide network handling 9,000 users [¥3] and the CONNEX
lab described in [Ciw].

The HC execution environment is designed to handle both modes. 1t
is also planned to run on a variety of computers ranging from dedi-
cated micros called MUPID to PC's and workstations 1ike Apolles.
- The most widely used workstation for HC labs will probably be the
PC with an ega card.

2.4. HC Database; A Network of Hypermols

The HC database consists of a large number of usually small
teaching units whieh represent 10 seconds to a few minutes of
studying time. We call these units *hyper-fioclecules” or *hypermols®
for short, since they constitute the building blocks of the HC
database. Hypermols have the following properties: they are the
smallest modules that a user can directly acecess, they are largely
independent of each othek, and the user can switeh from one hyper-
mol to another hypermol at any time. We distinguish among three
types of basic hyperinolss

(@ Presentation-type hypermols PI-lhwpernels)s
They present textual and graphical information whieh ineludes
dynamic changes of the screen as caused by user-input and alseo
simple animation sequences.

-3 -



() General hvpermols (G-linvpermols)s
A G-hypermol is a type of teaching unit which can include parts
of PT-hypermols and also have other functions defined with
For example, a G-hypsirmol function may define a questtibprar
dialogue between system and user for the purpose of sett
assessment or for suggesting on how to contimuwe, or for examis
nation purposes. Another G-hypermol function may define
algorithm which is specifiable within the framework of GLSS
[#S2] used for simulation or experimentation purposes..

(@) External hypermols FE-lwpermols)s
To keep HC open-ended, which means to be able to incommzate
arbitrary software packages, we pemmiit the formation of exter-
nal hypermols (E-hypermols). An E-hypermol is an aniairany
software package, possibly external to the HC database, w‘hw
is made available to the user. This software package may be &
application prograim, a driver for digitized pictures, oioEs,
sound or video etc. This flexibility provides the “"hypmmeddad

quality of the HC system.

2.4.1. Composition of Hypermols and Navigation

Although hypermols can be accessed individually, they are sl
loosely tied together as a lessoi, and groups of lessons compose @
coutse.. Thus, a lesson is a network of hypermols , with one nod
defined as the starting one. Paths which visit the connected hypeg
mols within any given lesson are not part of the hypernols, b

kept separate to make a data base of mols highly reusable. Sudl
hypermol routing mechaniswms are called H-tours.

An H-tour constitutes a directed graph. Each node in this grag
corresponds to a certain hypermol. At the end of this hypernol
student is shown all accessible choices. A cholice corresponds to &
edge in the directed graph and leads to a new node and the aiwr\ﬁ
hyperimol. There are standard types of branches, like seguence (Hef
- back) and index ((several choices - back).

All information necessary for navigation is kept in the nodes of k
towts.. They allow to build highly individualized ways through
data-base without duplicating meols. Usually eaeh hyperimol will
referenced by several H=-tours. Figure 2.1 shows a part of twe
towrs.. H=tour number 1 starts at hyperimel A and eontiAues 1A
straight seguence with B, €, and D. H=-tour number 2 alse starts
hypermol A. At mol B, howevek, the student can eentinue with #hiE
different mols: one sequence starting with K, L, ete., a second &
with C, D, ... and a third one emanating frem R. To keep the figi#
simple only forward 1inks are shown. As indicated in Figure 2
mols €, L, R, and § are alse eentained in sefie 6ther H=tours.

There are two types of H=tours (¥outing threugh hypermols within §

Jesson): Statie H-tours and dynafiie H-tours which depend oA #
outcome of guestion-answer dialogues. The trade-off is elear IR
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2.4.2. Hypermol Attributes

Each hypermol has two types of information associated with it:
Adentification infermation (D) and annotation information (AN).
The 1D and AN information is explained in teris of examples below.

The 1D of a hypermol is used to locate the information desired and
consists of a nakther of attributes with associated values.. For
example, a hyperiiol of a sorting lesson may have the following set
of attributes wdth their values indicated in parentheses): molid
(Esrt3id4), eourse (sorting), lesson# (8), lesson-name (heapsort),
melnuimber (14), auther (weurer), supervisor (garfield), language
(@nglish), demain (computer science), area (data structures,
algerithms), keywerds ((heap, heap_definitionm), attribute-type (PT),
ete.

2.4.3. The HE Query Mechanism: Somie Query Examples

The attributes of mels €an be used to search for certain mols oF
lessens. The seareh sheuld be earried eut in interactive Tfashiom,
i.8., the user identifies what kind of itemis he/she is looking for
@els, 1essons, €ourses, ...) and defines the key for the search.
Soie examples shew hew this feature ean be used.
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In the above example of hypermol with molid(sort314), a user ca
find this hypermol by specifying

hypermols (keyword = heap defimitiam).

The result of such a query will be a 1list of hypermols since so®
lessons on data structures will also contain the definition of
heap. Moreover, by using a wild card character 1like $, the user ca
abbreviate names of keywordls. Specifying

hypermols ((lesson-name = heapsort) and (keyword = $heap$))

will give a 1ist of all hypermols of the lesson heapsort where th
keyword contains the string heap, such as *heap"™, *definition of
heap", "heap definition™ or *hespiffy". The names of all lessons @
sorting could be determined by specifying

lessons ((course = sorting) and (lesson-name = $)).
As further example, consider a user working through a 1lesson @
syntax-analysis and requiring the definition of finite automaton &
defined in a lesson by, say, Salomaa. A query

hypermols ((author = Salomaa) and (keyword = Finite Autonatg))
might well lead to the definition wanted. Observe, finally, that
hypermols ((keyword = Salomaa) and (attribute-type = Facsimiliz))
could give a facsimile-picture of Salomaa, or

hypermols ((keyword = $automat$) and (attribute-type = PR))

a list of computer programs dealing with automata (for expe¥
mentatiomn) .. -

More examples can be found in [HMW]. Since the data-base contain
all the necessary information on keywords, attribute-types etx
the duery system can be written in such a way that the user on
has to select from menus and to enter text merely in some ral
cases..

2.5. The HC Annotatiom Facility
The annotation facility serves three main purposes:

(1) it allows to add notes to each hypermol at different opet
ational levels; as a systems operator, as an instructor, and é
a user.

(2 it allows to specify new private H-tours which override sug
gested lesson-embedded tours and is hence called "active anAmg
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tation™ [[BdR]]..
(3) it provides a communication mechanism between the instructor
and the author of the instructional materiall.

In addition to annotations associated with individual hypermols,
there is also a messaging facility of the usual kind. For example,
students may send messages to their instructor, and the instructor
can operate a bulletin board for one of the classes.

2.6. Cross-process Communication
Another important feature of HC which we call cross-process commu-

nication is best explained in a multi-window setting and by running
through a few examples..

The main point concerning cross-process communication is that in a
multi-window environment a numiieer of hypermols can be active on the -
screen simultaneously. Activation of a new hypermol (@nd suspension °
of the currently active one) is either carried out by the hypermol
itself or by user-intervemntion. As an arbitrary hypermol x is acti-
vated from a PT- or G-hypermol y, a command-file belonging to this
activation is executed: this execution puts hypermol x into a cer-
tain state. A return from hypermol x to the initiating hypermol vy
after the point of activation can either be caused by a command
file, by the termination of hypermol x or by a command by the user.

Let us now study two examples.

EXAMPLE 1:

Let us assume we have 3 PT-hypermols A, B, C, and that each of them
-consists of some textual and graphical information which is split
up into three pieces. For instance, A is of the form A = Ax, P, Aa,
P, As indicating that first part Ax is shown, after a key press (P)
part Aa is shown, and after a further key press As. Assame that B
and C are built up analogously. Suppose now we want to show to the
user A, B and C in three different windows in four stages as fol-
Jows: first Ax,Bx,Cx; then Aa,Ba,Cx; then Aa,Ba,Ca; then Aa,B3,C3;
the stages are separated by a key press.

In a truly parallel fashion the definition of these sequences is
fairly easy: the author selects all three hypermols and executes
them, showing the editor where synchronization points should be
established. To a student the three hypermols now appear as if
additional pauses had been inserted:

AX, PX; M ” pi § M I Pg J Pd.
&j PX, %" pi/ Pa.‘ %‘ Pd.
CX; PX; P2 5 Ca# Pa, Ca; P“

EXAMPLE 2:



Different hypermols can also be shown step by step on the screen
under direct user control. Consider once more the 3 hypermols A, B;
C above and suppose the user wants to see simultaneously first Ai
Ba, 1. and then A3, B3, C3. The user activates A in one windoN
giving Ax/ then activates B in another window and presses a ke
twice to obtain Bs, then activates C in a third window. Now Ax, B3,
Cx are visible. By reactivating A and B and pressing a key twice
ffor each mol, the second desired configuration is obtaimedl.

2.7. Checking of Inputs - Filters

Furthermore, observe that certain moduls such as checking the vali
dity of inputs keep re-occuring in many simulation - or experimen-
tation programs.. To reduce the work of designing such programs the
authoring system should support the generation of G-nymods
checking the input. These G-hypermols can then be used by other
hypermols, passing the necessary parameters as command file.

In passing we also want to point out that the mechanism SCESHHT)
to define a valid set of answers, and the algorithms for Ccheckaing
whether a given answer is in the set (as they are used in the
swer-judging routines of the execution environmemt) are also usefiy
for the construction of filters. Thus, many of the algorithms for
determining spelling errors, redundant words, using synonyms etu
have applicability far beyond answer-judgimngz filters are just one
example, general user inputs are others: when a user types

lesson-name (course = Data-structures),

and the system comes back with no lessons since the course haypnos:
to be named Datastructures (widthout hyphen) then the system
clearly not sufficiently user-friendlyl

3. HYPER-COSTOC FROM A STUDENT'S POINT OF VIEW
3.1. Generally Available Execution Features

A HC session usually starts by identifying oneself and selecting
lesson from the HC data-base via menu pages and/or a simple datz
base query mechanism. The identification is necessary for sewarr
reasoms: to save the status for later execution when tenpreadidy
leaving the system, for exams, to manage private annotatioms, ete.

In studying mode as many mols as possible are loaded into the e
ory of the workstation. To determine the hypermols needed the i
formation kept in the H-tour emanating from the title hypernol &
used. Lessens eefie with routing suggestions leading frem hypeimel
1o hyperimol, as stated in the H-tour by the original author.. VWhen
ever desired, execution e€an be eentinued with arbitrary hymsimadss
«ﬁwﬂéﬁﬂ:ajly in new windows and allewing to just temporarily sus

pend the execution o6f the eurrent hyperimeol)., hyperiols pessiiy
ineluding guestion/exam modules, simulatien= and expINneEtaiios
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programs, the use of other media, or execution of some other pro-

gram-pacikagre..

In addition to the navigational features discussed so far, further
features available including marking a hyperiol, returning €o a
marked hypermol, backstepping (repeatedly if desired) through the
dynamically last hypermols, continuing with the hypermol containing
the (dymamically last) (suwb)table of contents and switching on/off
a fast display mode in which a hypermol is displayed in accelerated
fasinia..

Above features are fairly easy to implement in most envirommemts..
However, there is one navigational feature of paramount inportance
which is not easy to handle fully and hence is often not supported.
1t is the undo feature, undoing the effect of the last key press 1in
PT-hypermols and when following H-tours: the difficulty in inple-
menting repeated undos in an environment of dynamically changing
graphic information is that the only trivial implementation -
keeping a stack of memory maps and systems® status - is tusually too °
memory intensive to be useful. More tricky implementations are
possible and discussed in [¥R].

In addition to be able to collect a mixture of parts of hyperiols
and own notes jJust for printing, the information can also be
retained in an electronic version as notebook. Indeed usually all
information is first put 1in a notebook ((which can 1ater be
inspected and edited), and the printing is just one of the options
of handling the notebeolk.

3.2. Annotations

Finally, 1let us consider the concept of annotations, an extremely
-important concept of the execution environmemnt.

When the wuser starts a session and accesses a first hyperiol, a
list of public annotations is shown. Any of these publie annota-
tions and further private annotations (for which the user must know
the appropriate password, e.g. because these annotations were
created by the same user in an earlier session) can be enabled (and
later disabled, if desired). To enable an annotation means #that
whenever a hypermol is activated, all enabled annotations are shown
in parallel with the hypermol in a separate window. 1f the hyperieol
causes dynamic changes on the screen step by step, the annotations
can also be split up into steps and synchronized with the hyperieol
in a way described in more detail in [IiR].-

Annotations mainly consist of text. They can alse create special
pointers outside the text window (di.e. in one of the graphie win=
dows) for highlightimng. Thus, an annotation may read ‘Observe hew
the valve * opens and closes™, with the * appearing boeth in the
text and next to the graphic object being explained. How this is
done, and how conflicts between various annotations are avoided is
explained in [Iwik].
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Public annotations are usually written by an expert commenting or
elaborating the work of the original author, or by a teacher as
individualized information for a particular class ('. .. a furtheg

good book might be ... this proof won"t be on the exans
a workbook.

Annotations are a way to allow a certain iIndividualization
customization of instructional material. This possibility 1s much
enhanced by one further aspect of annotations which we have
particularly considered yet. It iIs this aspect which causes annota
tions in HC to be called active annotations, to differentiate
from the static annotations found In many document systems.

Annotations may contain routing suggestions of the kind '"To con-
tinue press 1" where the solicited action leads to any hypermo
selected by the annotator, 1in particular to hypermols created
other authors. In connection with an automatic annotation activ
tion and return facility, hypermols can be linked together In en-
tirely new ways both by the teacher and the user.

A TfTinal word is appropriate concerning private annotations; ™
assure privacy and to conserve storage iIn the data-base, private
annotations are usually kept on the student"s directory or even m
floppies and not in the data-base of lessons i1tself. The user, m
returning to material studied before, i1s then shown his personal®
annotations either from the private directory or from the floppy.

4. HYPER-COSTOC FROM AN AUTHOR®"S POINT OF VIEW

It 1s of crucial importance for any CAl undertaking how easy it

to create and maintain lesson material. We have discussed at legth))
(in  [WZ2]) that this is one of the main reasons supporting PI-CAl||
and, more general, CAl data-bases containing small pieces of Inf
structional material (be it PT-CAl, experimentation or simulation!
software) which are as independent of each other as possible |
hence can hopefully be designed and tested more or less as iInde
dent modules.

The hypermol concept supports this philosophy. PT-hypermols
usually small and quite "context iIndependent”™ modules; the sxel
holds true for G-hypermols except that certain G-hypermols may al-
ready become substantial iIn size and hence are harder to ceate,!
debug and maintain. The E-hypermols, on the other hand, are 9p-
posed to be developed outside the HC framework. Their design can d
made easier, to some extent, by shifting some of the effort d
standard G-hypermols whose generation is supported by HC authoring!
as will be discussed below. IT 1s, for example, possible to =t
standard input-hypermols to remove the task of designing interfaces
for requesting (and validity checking of) student inputs from E
hypermols.
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4.1. HC Editors

Basically, HC authoring provides a presentation facility editor
(for creating PT-hypermols or presentation segments of G-hyper-
mols)), a question-answer dialoque editor, a routing editor, a
stamdiard hypermol editor and a program editor (@llowing to create
and ftest program segments written in a subset of Pascal as speci-
ffied in GLSS [MS2]). As important feature, the program editor
allows to use presentation-type constructs as developed by the
presentation facility editor. Detailed descriptions of the various
editors can be found in [HEW].. We just describe here the important
aspects of the different editors.

The HC authoring system which we propose should be extensible and
custtonmiizdhblle.. Let us consider some examples to get a rough idea of
what this means. The crucial aspect of extensibility is that new
objects can be introduced ((imcluding the specification of all in-
terfaces required by the author, such as menus for input prompts .
and calculation or other procedures where required). Once intro-
duced, such new objects behave exactly like standard objects: After
an object "pearpendicular bisector™, for example, has been intro-
duced and is then used by the author, a prompt for the input of the
endipoints of a 1ine segnent appears. After the endpoints have been
defined by the author, the line segment and its perpendiculae bi-
ssctor are drawn automatically. A more complex extension would be
to introduce “"amd-gates™ and *or-gates™ with inputs and outputs as
new objects in such a fashion that, when drawing such gates and
their connection lines, the system always automatically shows the
author how many inputs and outputs still have to be dealt with.

Customizing and extending the editor also involves actions sueh as
renaming or deleting objects (o sinplify menus or to mwmake them
‘more appropriate for the task at hand; typically, the term "“veecter
is more appropriate than *‘arrow" in mathematical contexts, but net
in others)) or pre-setting certain parameters such as color ceofibi-
nations, defining the layout of a table-of-contents-hyperinol to be
used as kind of template, ete. Consult [uMl]), [HM2]}, and [H] for
furdher details and possibilities.

Guestion-answer dialogues come in a number of varleties, namely
multiple cholce, free-iexd, fonm-fillimg, drill,. exercise and exam.

In case of the drill a view oeptien (whieh ean be enabled by the
author) can be used to first leek at all guestions and the eoe¥rre=
spondling answers before the actual drill starts. Essentially deill
forces the learner to answer all guestions repeatedly, until they
can be sure, that they know all the answers. There exist different
strategies for choosing questiens frem the set 6f all poessible
questions, from simple picking at randem #e wmoere sophistiecated
methods, 1ike in [MS4].

In the exereise mode, guestiens frem the set ehesen are presented
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only once in a random order with feedback showing the correct
solution 1f the user has not found i1t after a number of tries. At
the end, the percentage of questions answered Is shown to the user
for self-assessment.

The exam mode is similar to the exercise mode except that a time
limit specified by the author is given, and correct answers are
only shown after the exam is finished. Also, there is an identifi-
cation procedure at the beginning, and results are recorded 1iIn a
file only accessible to the iInstructor (graphical presentation of
points obtained, cut-off points for grades, printed listing of
students and grades).

The routing-editor shows the author a graphic presentation of the
network the mols of a lesson form. It allows to Qlink hypermols,
suggesting to users which out of a selection of hypermols to view
next. Some of the routes suggested (or even enforced) depend on the
outcome of question-answer dialogues.

Message, notebook and calculation facilities are available to both
authors and students. The facility to collect information fioE
hypermols, to edit it, to add personal notes and finally print It
i1s particularly valuable for authors as a means of easily producing
a printed course-documentation. HC authoring also supports the ex-
traction and replacement of text-pieces from hypermols for transla-
tion purposes, fTull-text searches and string replacements accross
the range of lessons and other text-related functions.

5. HYPER-COSTOC FROM AN INSTRUCTOR®"S POINT OF VIEW

As Tirst step an instructor has to select material of interest for
the specific situation iIn the HC data-base. This is usually done
the basis of the printed documentation of the courses.

Once a course looks promising, the instructor checks through i1t
determine which parts to use. Often, an instructor decides to use a
few lessons for replacing some class-room teaching and some further
just for ‘'recommended reading”. Usually the instructor will
through the material once, making annotations for the studen
(... learn up to here for the midterm ...", "also look at the
lessons more widely usable.

Finally, instructors want to know how often hypeimiols have been
accessed. For this purpose, HC presents comprehensive statistical
information on the use of the data-base. As a matter of fact, I
addition to the "statistical' package (ust presenting tables of
what has been used when) a sophisticated ™"monitoring"” package
should also be available to record all keypresses of students (n
an anonymous way). Such data, together with special utilities, will
provide good insight into how the data-base is used, which parts
questions cause problems, etc.
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6. SUMMARY

HC 1is a major undertaking whose aim is to provide the design and
part of the tools to set up a comprehensive CAL 1ab to support
teaching activities at various levels. 1n addition, a large data-
base of instructional material is available in some key areas (e.Q.
computer science) in good quality from the outset.

Acknowledigemsmntt:

Support of part of this research by the Austrian Federal Ministry
of Science and Research (Grant Z1. 604.508/2-26/86) and the Fonds
zur Forderung der wissenschaftlichen Forschung (Grant P6042P) is
gratefully acknowledged.

REFERENCES

1BC} Bonar, J. and R. Cunningham, *Bridge; An Intelligent Tutor
for Thinking about Programming™, Learning Research and De-
velopment Center Technical Report, 1986.

[BCS] Bonar, J., Cunningham, R., and J. Schultz, *"An Object-
oriented Architecture for Intelligent Tutoring Systems'™,
OOPSKIN"86 Proceedings, S1GPLAN Notices, Vol. 21, No. 11, pp.-
269-276.

B8] Burton, R., and Brown, J., *An Investigation of Computer
Coaching for Informal Learning Activity®, Appears in Intel-
ligent Tutoring Systems, ed. by Sleeman, Brown, Academic
Press.

[c1} Carbonell, J., *Al in CAI: An Artificial-Intelligence Ap-
proach to Computer-Assisted Instruction™, 1EEE Transactions
on Man-Machine Systems, Vol. MMS-11, No. 4, Dec. 1970.

[ClM]} Cheng, H., Lipp, P. and Maurer, H., *"GASC; A low-cost, no-
nonsense Graphic and Software Communication System™, Electi.
Pub. Review 5, 1985, pp. 141-155.

IC3] Conklim, J., *"Hypertext; an 1Introduction and Survey", 1EEE
Computer, Sept. 87, pp- 17-41.

(OS] DOedlisdbg, M., and Stiweartizz, W., "Contteodit — A Baadditiiosdigg
Concept for Hypertext*, Comff. on Computer Supported Coopera-
tive Work Proc., Austim, Tx., Dec. 1986, pp-. 147-152.

M) Gametitt,, J..,, Mawesy, H.,, "Auteoll-2 Memedl for OSSN A~
thors™, 11G Report 244, Graz Univ. of Technology, Austria,
1987.

-4 -



[GSM]

[G2]

[HMT]

[HVI]

[HV2]

[HWM]

[vMI]

VO]

[VVR]

VSt

V3]

V3]

[VM2]

[VR]

Garrett, L. N., Smith, K. E., and Meyrowitz, N., "Interme=
dia: Issues, Strategies and Tactics in the Design of a Hy=
permedia Document System', Conference on Computer-Supportesd
Cooperative Work Proceedings, Austin, Tx, Dec. 1986, pp-
163-174 .

Goodman, D., "The Two Faces of HyperCard', Macworld, Oct.
1987, pp- 122-129.

Halasz, F., Moran, T. and Trigg, R., 'Notecards in a Nut
shell”™, CHI and GI Conf. Proc.: Human Factors in Computing
Systems and Graphics Interfaces, 1987, pp. 45-52.

Huber, F., "On Customizing a PT-CAl Editor', 111G Report 249,
Graz Univ. of Technology, Austria, 1988.

Huber, F. and Maurer, H. , "On Editors for Presentation Ty»®)|
CAI", Applied Informatics, No. 11, 1987, pp. 449-457.

Huber, F. and Maurer, H., "Extended ldeas on Editors for
Presentation Type CAI', 111G Report 240, Graz Univ. of Tech-
nology, Austria, 1987.

Huber, F., Maurer, H., Makeddon, F., "Hyper-COSTOC: A
Comprehensive Computer-Based Teaching Support System”, 1
appear in: Journal of Microcomputer Applications.

Makedén, F., Maurer, H., "CLEAR: Computer Learning Resourca
Center'™, UTD CS Technical Report, 1986.

Makedén, F. Maurer, H. Ottmann,T., "A Methodology for Pei
sentation Type CAl i1n Computer Science Education at Univer-
sity Level'"™, UTD CS- Report (1987) to appear in Journal
Microcomputer Applications.

Maked6n, F., Maurer, H. and Reinsperger, L, "On Active
tation in CAl Systems', In preparation.

Marchionini, G., and Sheiderman, B., "Finding Facts \s
Browsing Knowledge iIn Hypertext Systems'™, Computer, Jan. 8]
1988, pp- 70-80.

Maurer, H. , "NatiSearch Intermediaries', J. An. Society fa]
Information Science, Vol. 34, 1983, pp. 381-404.

Maurer, H., "Nation-wide Teaching Through a Network of M-
crocomputers', IFIP-World Congress, Dublin, North Hollaxdi
Publ. Co., 1986, pp- 429-432.

Maurer, H., Maked6bn, F., "COSTOC: Computer Support®
Teaching of Computer Science', UTD-CS Technical report ]

Maurer, H. , Reinsperger, L., "Complex Execution Featuresg

- -




s2]

s3]

s4]

4]

R1})

[TSH]

wi]

¥LC]

CAL Systems and Their Execution With Limited Resources™, 11G
Report, Graz Univ. of Technology, in preparatian.

Maurer, H. and Stubenrauch, R., *GLSS: A General Lesson
Specification System®, 11G Report 241-87, Graz Univ. of
Technology -

Maurer, H. and Stubenrauch, R., *Filters for CALI", 11G Re-
port, Graz Univ. of Technology, in preparatiom.

Merrill, P. F., and Salisbury, D., *Research on Drill and
Practice Strategies*, Journal of Computer-Based Instructiom,
Vol. 11, No. 1, Winter 1984, S. 19-21.

Morris, J. H., et al, *Andrew; A Distributed Personal Com-
puting Environment", Comm. ACM, Mar. 1986, pp. 184-201.

Rickel, H. W., "An Intelligent Tutoring Framework for Task-
Oriented Domains™, MS Thesis, UTD, 1987.

Trigg, R., Suchman, L., Halasz, F., *“Supporting Collabora-
tion in NoteCardls*, Conference on Computer-Supported Cooper-
ative Work Proceedings, Austim, TX., December 1986, pp- 153-
162.

Ward, L. and 1rby, T.C., *Classroom Presentation of Dynanic
Events Using Hypertext'®, Twelfth S1GCSE Technical Symp. on
Computer Science Education, ACM. SIGCSE Bull (USA) St.
Louis, MO, 26-27 Feb, 1981.

Yankelovich, N., Landow, G. P., and Cody, D., *Creating
Hypermedia Materials for English Literature Students™, 1RIS,
Brown Univ., Techn. Report, Providence, RI, Oct. 1986.






EEYGND NUMBER CRUNCHING Third Austrian-Hungarian hdformatics Conf. p. 45-56.

SCDAS - Decision Suipport System
for Group Decision Making:
Infermation Processing 1ssues

] Andrzej Lewandowski _
Iniernational Institute for Applied Systemas Analysis
Laxerburg, Austria

Abstract

Mst of research in the field of computerized Group Decision Support Systems is devoted
to analysis and suppert the quantitative phase of decision processes using various fethods
of multiple-eriteria analysis. The experience shows, that the soft side of the decision process
needs also certain support. This relates mostly to distribution of textual information which
augmenis the guanditative side of decision process and to providing the linkage between
such infornation and numerical data. This aspect is especially important when the decision
support system is implemented in distributed eonputing environment. In the paper the
possible fornis of information processed within the SCDAS system are analysed as well
as the framework for implententation the software providing such processing funetions is
presented™.

1 Introeduection

The SCDAS system (Selection Committee Decision Analysis and Support) has been designed
for supporting sueh decision problems, where the group of experts (the commitiee) cooperates to
select the best alternative (6r to reduce the set of alternatives to some reasonable subset which
ean be considered for further analysis) among alternatives presented to them by independently
~ scting experts. Detailed assumptions and deseription of the SCDAS procedure are presented in
the paper by Lewandowski and Wierzbieki (1987). '

Up to new exist several experimental implementations of the SCDAS procedire (see Le-
wandowski, 1988). All these implementations have been prepared mostly to investigate the
slgenithmic and procedural aspects of SCDAS framework as well as to perform experimental
applications of this methodology (for such an experimental application see Dobrowelski at all.,
1987).

During experiments with existing prototype implemeniation of SCDAS as well as experiments
with participation of decision makers it became clear, that support of quantitative aspects of
decision process must be augmented by toels for supporting qualitative phase of this process.
The idea that the discussion between cominittee members is one of the most impeortant part
of the decision process has been already mentioned in quoted above papers. 1t was stated by
DeSanctis and Gallupe (1987):

”..A group decision oceurs as the result of interpersonal conmomunication - the ex-
change of information ameng members.... The communication activities exhibited in a
decision-related meeting include proposal exploitaiion, opinion expleitation, analysts,

*This paper is the shortened version of HASA Werling Paper WP-88-48
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expression of preference, argumentation, secializing, informatien seeking, informa-
tion giving, propesal development and propesal negatiations...In this sense the goal
of GDSS (Group Decision Suppert Syster) is to alier the communieation proeess

within growps...”
Hiuber (1984) alse expresses the importance of qualitative support for decision making:

¥, Imformation sharing is the most typical of the activities in which groups engage...
general GDSS can also enable groups to elicit, share, modify and use professional
jedgements and epinions in at least as many ways as they do hard data..”

Witheut the eonsensus related to procedural principles and other important aspects of decision
process it is net pessible te provide any quantitative support. This eonsensus can be however
reached only after discussion and exchange of information between committee members.

Therefore, the group deeision support system should be teeated as information processing
and information management system.

2 Deocuments structuring iIn SCDAS system

Mest existing GDSS is oriented toward processing numeric information (see Jarke, 1987, Bui
and Jarke, 1986, Bui, 1987). The user of GDSS ean enter numerical information to the system,
reteieve this infermation, share with other users and perform rather complicated numerical
procedures to extraet impeortant conclusions from this data. However, other types of information
are also impertant for supporting decision processes. It has been pointed out by Huber (1984)
that:

¥, Today’s DSS are largely concerned with the reirieval and use of aumerie infor-
mation. In conirast, the enviromment of most meetings in corporation and publie
ageneies 1s highly verbal. Thoughts are primarily shared and modified, not numbers.
To the exient that the thoughts need to be recorded, they are put into text form...
Mestings are extremely verbal envirenments, and the most impoertant thoughts with
which they deal are put into text form. A GDSS that does not reflect these faets will
serve only a fraction of group iasks. For this reason it is imporiant to consider how
GDSS can support decision groups by aiding in the sharing of textual information...”

As it has been peinted out in previeus publications (Lewandowskl, 1987), the meost promising
frarmework for implementation the group decision support system is the distributed computer
environment equipped if teleconferenicing and office automation software. Such an environment
allows smoeoth tramsition from the existing practice of office and telecommunication systems
utilization to new forms; moreover sueh an envirenment requires only small modifications or
extensions to the existing software and methodologies to support new functions.

The basic idea of implementing the SCDAS in teleconferencing framework is the extension
of the concept of document. 1n the standard office automation and teleconferencing systems the
text - letters, memeoranda etc. constitute the basie information earrier. In the extended or deeci-
sion teleconferencing system the concept of document has been generalized - besides of textual
data, numbers are transmitted between the members of the group. Moreover, the formalized
knowledge neeessary to interpret the data and to structure properly the decision proeess must
be implemented within the system and made available in sufficiently simple and friendly form
to the users of the system. Therefore, several types of documents can exist simultaneously in
the extended teleconference systern - documents which can be different nature and strongly in-
terdependent. These dependencies can reflect logical relationships between numerie and textual
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data &is well as can reflect the users opinion and knowledge related to the information being
proecessed.

In order to design such extended teleconferencing system it is necessary to specify the pos-
sible types of documents generated and processed both by users and the system and rules for
generating and processing of such documents.

Several types of documents can be distributed during a typical meeting. According to the
agenda of SODAS decision eonferencee, somme steps of the decision process can be more oriented
towards quantitative reasoning based on analysis of numerical or quantitative data, whereas the
other require strong exchange of verbal information, a lot of discussion and more qualitative
oriented analysis. The insight into the consecutive steps of the SCDAS process leads to the
following conclusions;

The first stage. In the existing experimental implementations of the SCDAS system (Lewan-
dowski, 1987) it was assumed, that the SCDAS conference begins with Phase 0, when all elements
of the decision problem (i.e. alternatives, aitributes, committee members and a procedure) are
known: therefore during the Phase 0 all these informations can be entered into computer. In
the fact, reaching such a high level of common understanding and consensus within a committee
could require a lot of discussions and information exchange. Neither the list of alternatiives,
nor their descriptions need be complete at this stage; moreover, this information might be not
known to the comimittee members at this stage, if they wish to avoid the bias in specifying
atteibutes and their aspiration levels. The impeortant issue at this stage that requires discussion
and specification by the entire conmimittee is the defimition of the attributes of the decision and
their scales of assessment.

The questions formulated during this stage of the discussion could include the following:

1 What is the expected product of the committee work and how does it influence the selection
of the details of the procedure?

2. What rules for aggregating opinions across the commiittee should be adopted, in particular,
should outlying epinions be inecluded in or excluded from aggregation?

3. Sheuld the cominittee be allowed to divide and form eoalitions that might present separate
assessments of aspirations, attribute scores and thus final rankings of alternatives?

‘ The second stage of the the decision process is devoted to aspirations. During this phase

aspiration and/or reservation levels for all atttibutes are determined separately by each com-
mittee member. After these values are entered into the decision support system, all necessary
indicators (disagreement indicatots, dominant weighting factors - see further comments) can be
caimputed. During this phase there will be no active information exchange between committee
members - everybody should analyse the problem and specify aspirations himself.

The third stage has again two objectives. One is the analysis and diseussion of aspirations
by the entire conmittee. These discussions are supported by the computed indicators and
their graphie interpretations. In these discussions, the committee might address the following
questions:

1L Do the coniputed indicators accurately reflect the perceptions of individual committee
members about the relative importanee of various atteibutes (if not, should the aspirations
of reservations be corrected)?

2. What are the relevant differences of opinions between commiittee members and de they
represent an essential disagreement about decision prineiples?

3. Does the entire committee agree to use joint, aggregated aspirations (reservations), or will
there be several separate sub-group aggregations?
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The second objective of the third stage is a survey of alternatiives. Discussions might centre
on the following issues:

1. Are the available descriptions of alternatives adequate for judging them according to the
accepted list of attrbutes? If the answer is negative, additional infermation should be
gathered by sending out questionnaires, consulting experts ete.

2. Whieh of the available alternatives are irrelevant and should be deleted from the list?
Sueh preliminary screening can be done in various ways. The committee might define
somme screening atteibutes and reservation levels for them (of a quantitative or simple
logical structuke): for example, we do not accept investments which are more expensive
than a given limit.

The fourth stage of the decision process is the individual assessment of alternatives. The
evaluation of each attribute for each alternative is the main input of comniittee members into
the system. Each member specifies evaluation seores; the decision support system helps him by
displaying the evaluations already made and those still to be entered.

When all evaluations are entered, a committee member should proceed to the individual
analysis of alternatives, that leads to a ranking of all alternatives for the given committee
member. This ranking is the main source of learning about the distribution of alternatiives
relative toe aspirations.

The questionis addressed by each member at this point might be as follows:

L. Do the rankings along each attribute correctly represent the individiual’s evaluations of
alternatives; does the achievement ranking, based on individual aspirations, correctly rep-
resent the aggregate evaluation?

2. If the committee member agrees with the individual achievement ranking proposed by the
system, what are the differences between this ranking and that based on individual scores
but related to conmittee aggregated aspirations? Are these differences significant, or can
he aceept them as the result of agreement on joint decision prineiples?

The fifth stage of the decision process relates to an aggregation of evaluations and rankings
across the committee and consists of a discussion of essential differences in evaluations, followed
by a disecussion of disagreements about a preliminary ranking of alternatives aggregated across
the committee. These discussions are supported by the system; the system computes indicators
of differences of opinion and prepares a preliminary aggregated ranking.

The questions addressed by the committee at this point might be the following:

1L On whieh attributes and alternatives the largest differences in evaluations between com-
mittee members are observed? Do these disagreements represent essential differences in
information about the same alternatiive?

2. What is the essential information (of uncertainty about such information) that causes
such disagreements? Should additional information be gathered, or can certain committee
members supply this information?

3. Waeuild the results of these discussions and possible changes of evaluations influence the pre-
liminary aggregated ranking list proposed by the system? This can be tested by applying
simple sensitivity analysis toels.

4. Does the preliminary ranking proposed by the system correctly represent prevalent eom-
mittee preferences?
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Affter these discussions, a return te any previous stage of the process is possible. If the com-
mittee decides that the decision problem has been sufficiently clarified, it can proceed conclude
the fifih stage by the final agreement on the aggregated ranking or selection of one or more
alternatives. 1t is important to steess again that the comimittee needs not stick to the ranking
proposed by the system, sirice the purpose of this ranking - as well as of all information presented
by the decision support system - is to clarify the decision situation rather than to prescribe the
actlen that should be taken by the committee.

Let us analyse the possible types of information which can be processed within the SCDAS
system. This information can be categorized according to two attributes: information access
and owmership as well as struetural properties of information.

The access to the information generated during the SCDAS session depends on two factors;

o the privileges of the individuals partieipating in the SCDAS conference. The rules are simple
- the conference owner (of committee presitisnt) is the only person authorized to change
the defimition of the problem - like adding new comimittee members or removing them,
changing the list of attributes of list of alternatives ete. He also can generate the textual
informations relating to the problem defimition or to the progress of the conference, which
have read-only status for other commnittee members. Moreover, he can decide whether at a
given stage of the process this information can be visible to other conferenece participants
or will be hidden.

o the stage of the process. Since the SCDAS conference heis some temporal dimension - the
decision process advances from the given stage to the next one if all committee membets
specified all information necessary on the given stage, the access rules can change in time.

With respect to structural properties, the information generated during the SCDAS confer-
ence can belong to two classes:

o the highly struectured numerical and guelitative data. All the information constituting the
problem definition, the relating information generated by the participants (aspirations,
scores) as well as infoermation generated by computer (values of achievement function,
rankings, graph plots, ete.). There exist strong and well defined relationships between
these data - we will call these relationships struetural links in this sense that it is well
defined what data are required from the cenference participants at a given stage, what
properties these data should possess, what actions (and calculations) are necessary to
perform when data are entered to the system or changed by the user and what data must
be used to calculate other numerieal infermation.

o the unstructured textual information - like notes, memoranda, mail notes send to other
conference participants. This information is similar to these generated and distributed
during the standard confererice. The only difffarence is in the structuring principle - usually,
some part of this set of information can strongly relate to the numerical data. Therefore,
the numerical data can be treated as the equivalent of topie in the standard conference - for
every numerical item there can exist the linear list of comments generated by conference
participants. Therefore the hard links between textual doecuments can exist - two linear
links of comments will be interrelated if there exist some links between nurmerical data
which this textual infermation is associated. We will call these links hard sinee they are
a’pniori determined by the organization of SCDAS procedure.

Summarizing, the information generated during the SCDAS eonferenice ean be structured by
the structure of the decision process itself. 1t is possible, however, that the second layer of links
between numerieal data and textual infermation can exist - hamely links inteoduced by the usef
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in order to refleet his particular, personal view on various aspects of the problem being solved.
This kind of relation between docuinents we will call soft links.

The seft links can be arranged in similar way like it is done in hypertext system. In this
way we have twe, parallel layers of links - the soft layer and the hard layer. Therefore, contrary
to the standard hypertext (see Conklin, 1987, Yankelovich at all., 1988) we will have the pri-
mary relevani decurments and the seeondary relevant decuments - depending on the fact whether
televant decuments are belenging to the same layer where the root of the search tree is located.

The difference between hard and seft links are not only formal - their existenee can support
different questions relating to the problem being analysed. If the question addresses the problem
¥, how to explain the faet that my favourite alternative is ranked by the committee so low..”
in order to answer it is necessary to knew what data direcily influence this fact. This can be
diffieult issue for the user, especially if he does not know exactly the theory backgrounding the
syster. Sinee this theery is known to the system developer, he ean establish the links whieh can
help te trace data whieh are relevant to the posed questions. 1t is clear, that the answer on such
guestion depends on the state of the system - understood as the values of data present in the
systern on the given stage of decision process. Therefore, some of these links ean be dynamie,
i.e. they €an be changed during the progress of the decision process. Therefore, the mechanism
for ereating an updating such links must be built into the system. 1n order to fully support this
funetion of the system, hard links must be provided for help documents. These documents play
the role of standard context dependent help, but similarly like dynamie links these documents
can also be dynamie - the help given to the user must depend not only the current state of the
program (i.e. to address the question where am I now) but also address the current state of the
system (what follows from this). These twe functions of the system we will eall the guidance
help and the explanatory help.

The soft links play role of the remainder - the user €an link and browse documents which
he, oF 6ther participants consider as important on a given stage of the process. Evidently, these
documents can contain both the numeric and textual data.

Summarizing, we ean view the SCDAS decision conference as the document exchange prob-
lem with documents being procedurally structured and contextually structdied.

3 S$indetireelddecuiean$Sinn SETINESs§ystem

Let us discuss in details the structured decuments which €an be generated during the SCDAS
session and pessible relationships between them. The structured documenis can be generally
categorized into numerical and textual ones. As it was mentioned in previous sections the
struetured decuments €an be generated by the conference participant of conputed by the system.
The questions formulated now can be as follows:

s what types of structured data is required from the user on a given stage of the decision
process and what the operational rules for handling these data,

o how these data €an be used by the system on a given stage of the process,

s what are the pessible dependencies between data entered by the user and/or generated by
the system on various stages of the procedure.

s what actions are undertaken when a given action related to data is performed by the user.
The structured information required from the user (users) depends on twe factors:
o the current pheise of the SCADS proeess,

s the privileges of the user entering and manipulating data.
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The procedural framework presented in paper by Lewandowski and Wierzbicki (1987) spec-
ifies all the data created during performing the decision-oriented part of the conference. The
data can be split into three following groups;

 Data characterizing the problem being solved. These data are generated by the conference
owner and contain all the information necessary to initiate the conference. They include;

1 List of alternatives, together with all documents characterizing these alternatives and
necessary to make evaluation,

2. List of committee members, together with voting power, specifying number of votes
assigned to each committee member,

3. List of attributes together with numerical or verbal scale necessary to express the value
of attributes together with all relevant documents concerning the given attribute.

» Data created by the user during interaction with the problem. These data include;

1 Values of aspiration and reservation /eve/s specified for each attribute,

2. Values of scores for all alternatives reflecting the subjective value of alternative with
respect to all attributes,

» Data generated by the system during iteration process. They include;

1 Average aspirations and reservation levels for all attributes,

2. Values of achievement functions computed for scores specified by all committee mem-
bers and for individual as well as committee aspirations. These functions are used
by the system for ranking alternatives. See paper by Lewandowski and Wierzbicki
(1987) for formulas and procedural details,

3. Ranking data which reflect the ordering of alternatives according to the information
specified by conference participant individual aspiration and individual scores as well
as information relevant to the committee opinion aggregated aspiration,

4. Status indicator generated by the system as the response for user’s actions. Every user
has his local status indicator, the system computes the global status indicator. These
indicators reflect the phase of decision process and are equal to the number of phase
being currently processed. The system compares individual status indicator with the
global one and on the basis of this information determines what data are accessible for
the user and what actions he can undertake. When the user terminates the current
phase, his local indicator is incremented; the global indicator is incremented only if
all users successfully completed the current phase. The global status indicator can be
manipulated by the conference owner - he can, for instance decrement this indicator
to make the recourse in decision process.

The rules specifying access to data created and analyzed during the decision conference are
as follows;

» The conference owner has access to all data created during the conference with the following
access rights;

1 He is the only person authorized to change the problem definition, i.e. list of com-
mittee members, attributes and alternatives (read - write access).



2. He has aceess to all data generated by the users, i.e. aspiration and reservation levels,
scores assighed to alternatives and uset’s status indicators or computed by the system
using user’s data, like average aspirations or user’s achievement functions(read-only
BECESS),

3. He can change the status indicator; this action will allow changes of user™s status
indicators (read-wiite access),

e The conference participant has access to the following data:

1. All data defining the problem, i.e. list of conumittee members, attributes and alter-
natives (read-only access),

2. Data computed by the system, like average aspirations and global achievement func-
tions (read-only access),

3. Hiis own data like aspirations or scores zisdigned to alternatives (read-write access, or
read-only acecess depending on the cutrent value of status indicator]j,

4. All the data located in his ownh notebook (read-wirite access)

5. Data created by other user can be accessible by other users only with permission of
the conference owner (read-only access).

Exeept of definition of data structures, we should investigate the temporal dependencies
between data generated on various stages of decision making process as well as rules for sharing
data between users during each stage of decision process. Therefore the following aspects should
be investigated:

e What data are generated at every stage of the decision making proecess,
o How the data access rights are changed during this process,

The rules for data access are relatively simple: on a given stage of SCDAS process the
conference participant has free aceess to data generated by himself and by the system during
previeus stages. This access is however restricted and such data can be oenly inspeeted. On a
given stage of the process the system requests from the user some data; he can freely modify and
read this data until he decides to terminate the current phase. It happens, when the conference
participant decides that entered data reflect well his point of view about the problem and can
be used for further computations. Sinece this moment the data is locked and available only for
reading and inspection. Termination of the session changes the local status indieator (see above)
which is used by the system for synchronization control. The committee president can change
the status indicator what results in unloeking the data generated during previous stages. In this
way the recourse in decision process can be performed.

Let us concemtrate on details of operations performed during every step of decision making
process:

o Phase 0. During this phase the conference president can initiate the new conference of
update the old one. The standard sequence of actions undertaken during this step consists
of the following:

1. Specification of user’s name and verification of access mode (the ordinary conference
partieipant or the eonference president)

2. Verifiicetion of the user’s name. If such a name is not known to the system, new
conference should be initiated.




Exit from this stage of the program is possible in two modes - the guit mode and terminate
mode. In guit mode the program terminates, but the data are not transferred to the global
data base. Therefore, the user €an invoke the program again and perform necessary data
modification. 1t terminate mode, all data are tramsferred to the data base. In this case
the local status indicator is also updated as well as the global status indicator.

Phase 1. 1n this phaise all users should define aspiration levels for all attrilbutes. The
preamble of this phase is similar to the previous one;

1. specification and verification of user name. The request is rejected if the speeified
narne is net known to the system (i.e. he is authorized te participate in any conference
already defined). The request is also rejected if the user terminated the current phase
and wants to modify some data - according to the procedure it is not possible without
acceptance of the conference president.

2. ereating (or updating) the data base with the list of attiibutes and numerical data
associated with attributes. Similarly like in previeus phfise, the program can be
terminated in two modes - the terminate mode quits the program only; the data are
net transferred to the data base and status indicator is not updated. Therefore the
user can resume this phase as many times as he requires until he decides that he
speeified all required data. 1n sueh a €ase he should exit with a guit mode, what
initiates updating the global data base with new aspiration data. The system checks
the status indicators of all users - if all of them completed the current phase, the
global status indicator is incremented. 1n such a €ase the users €an begin performing
the next phase of the process.

Phase 2. In this phase the user can perform the analysis of data specified during the
previous phase. After verifying the user’s name and the status indicator, the user can
perform all necessary data analysis. Similarly like in the previous phase, it is possible
to exit the workstation program in terminate or guit mode. The standard procedure for
incrementing the status indicator is performed.

Phase 8. 1n this phase the user must speeify seores for all attributes. This is definitely the
meost complicaied and time consuming phase of the decision process which may request
rather intensive interaction with other data infermation systems and services available
to the user as well as rather deep analysis of the specified data. After terminating this
phase the score table is transferred to the global data base and the standard procedure
for incrementing the status indicators is performed.

Phase 4- In this phase the final analysis of the data is performed. When all users com-
pleted the previous phase, the ackievernent functions for scores specified by all commiittee
members are computed. Values of these functions are used for ranking alternatives. Sinee
this is the last phase of the process, status indicators are not updated.

4 Unshiutivieel] dbeaihieen s iin SSTDANES s§sttam

As it was mentioned in previous sections, except of highly structured information related to
alternatives, attribbutes, scores ete., the SCDAS system supports generation, exchange and anal-
ysis of several types of unstruetured information. This function of the sysiem supperts the seft
side of the decision proeess - ifi many cases more important for obtaining final result and usually
requiring more effiart to complete than just collection of scores and eomputing of rankings.

The basie element of this side of the process is the decument. We will understand this term

in narrow sense - the document will be nen-active, textual oF graphic information. We will Ret
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consider more general case, when the document can be active —i.e. distributed together with
tools for analysis of this document. This is not necessary, since all data analysis in SCDAS is
concentrated in data nodes of the information structure; if the conference participant wants to
perform some what-if analysis he can easily duplicate the data node and make his private copy;
all tools for analysis are available to him all the time (with some natural constraints following
from the SCDAS procedure).

Each document can belong to one of four groups of documents:

* Public documents which are generated by the committee president. These documents
contain general information about the particular aspects of the problem - in the case of
attribute it can be, for example, detailed explanation of the meaning of this attribute,
in the case of alternative - information about this particular alternative, like curriculum
vitae for personnel selection problem, details of the project for project evaluation problem
etc.

» Message documents which are generated by conference participants as their contribution
to the discussion. These documents are available to all conference participants, however
the only person which can modify these documents or remove them from the system is the
conference president.

» Private documents (notes) which contain the information generated by the conference
participant and stored for himself for future utilization (the notebook). Any document
available to the conference participant can be imported to the notebook, including help,
public and message documents.

» Mail documents which contain information received from other conference participants or
send to other participants. This information is accessible exclusively for a person identified
as the receiver and the author.

The documents created during SCDAS conference are linked. As it was mentioned in the
previous sections, some links have organizational character - i.e. they are predefined by the
SCDAS procedure. Documents can be also linked by referential links pointing the information
which not necessary belongs to a given category, but can be interesting or relevant from a given
point of view. Usually, these links do not reflect the logical relationships between data, but rather
the contextual relationships. All conference participants have full freedom to create referential
links - both between structured and unstructured documents.

5 Implementation

The ideas presented in the paper have been experimentally implemented on the IBM-PC com
puter and the Vax-Mate (the IBM-AT compatible manufactured by DEC) using the SMALL-
TALK/V programming language (DIGITALK, 1986). The main purposes of this implementation
were as follows:e

* to prototype the user’s workstation for distributed group decision support system based
on the SCDAS methodology and utilizing the standard teleconferencing software like the
Telecenter developed at HASA (Pearson at all., 1981, Fuhrmann, 1987) or the NOTES
teleconferencing system manufactured by DEC,

* to investigate the feasibility and efficiency of presented concept of documents structuring,

* to clarify the ergonomic aspects of the user interface.



Details of design and implementation of prototype system as well as prineiples of cooper-
ation between the workstation and teleconferencing software will be presented in a separate
publication.
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Abstract

Tihe® presemt paper gives a society model of office in-
formatiom systems, highly motivated from the theory of
blackboard-type distributed problem solvimg systens. A
formedl,, generative system-oriemted definition of am of-
fice society is introducst, using the fact of formal
similarity of usual intelligent office activities to
rewriting systems. Some notions are defined for measur-
ing amnd characterizimg descriptive and behavioural
properties of offices. Some statememts, illustrating
the notions and having comparative character are pre-
sented .
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1. INTRODUCTION

With the widespread appearance of computer networks computer sup-
perted collaborative activities have geined an increasing impor-
tanee from both practical and theoretical points of view. The
elaim of intelligent general tools for and approaches to the de-
velepment and handling of the theory and practice of the in-
telligent and cooperative office has been pushed for time. Office
infermation systems and their levels have different approaches
and models of descriptiom, motivated from different practical
eonsjderations of computerization and computation ([1])- Mest of
the approaches are either of syntactic or of semantic character,
usually the two types are iin conflict. (For @ syntactic appreach
see [2]). The daifferent approaches emphasize different aspects.
as precedural [3,2]), declarative [4] or object-oeriented [[5]
aspect. A society model of offfice imformation systems cen be
ound fin [B]. Artificial imtelligence techniques are used in [[7],
where an offfice task execution is considered to e @ problem
%0lving aetion. We can easily see that wsual computerized aee-
thivities iin offices, as meal-time computer confereneing, aiistrip-
wked ftext piocessing, meeting organization, the wsege of elec-
ionie bulletin boards, can e comsidered @s distributed provlen
1ving eetions, <nowing formal similarity do dhe well=kAewn




blackboard-type distributed problem solving systems. (More
details about blackboard-type problem solving systems and resl=
time computer conferencing can be found in [8,9,10] and [11],
respectively. ) The observation of that cooperative grammar sys-
tems are generative parvadigms (models) of both of the above men=
tioned activities and the blackboard-type problem solving systems
was presented first in 1987 in [12] and [13].. The ides was  de-
veloped further in [14] and [15].

In this paper we present an office-oriented versiom of this gen~-
erative model and we introduce a formalism for a descriptive
characterization of offices and for that of their behaviour.. The
model is essentially an actor-based society model.{For more in-
formation concerning artificial intelligence motivatiom the
reader is referred to [16,17,18,19].. Finally, we interprete some
results of [12] and [14] in this frams.

Throughout the paper we assume elementary knowledge of the reader
from the theory of formal languages [24]..

2. THE OFFICE MODEL

By an office we mean a collection of functionally related com-
munities, called office-socistiss, which collectively produce a
family of problem solutioms, called office-problem solutions, or
achieving goals, called office-gonlls. (Goals are understood as
missioms,, achievements of which are represented by problem solu-
tions.) Note that we do not reflect problems being unsolvable
from the point of view of the society. As we mentioned in the in-
troductiom, problems occurring in and being characteristic for
offices are considered in the most general sens®, therefore we
make a distinction in the terminolagy, using the prefix "office-"
of the corresponding terms.

We assume office-problems to be well-structuurext,, that is partial
and final office-problem solutions are considered to be strings
(sequentially organized forms) of nondecomposable knowledge
pieces (solution elements) which are called elementary office-
knowledge pieces (office informatieon pieces)).. (For exampls, un-—
decomposable messages in @ real-time computer conference are
elementary office-knowledge pieces.) For a string of elementary
office-knowledge pieces we use the terminology office-knowledge
piece. 1In order to make a distinctiom betweem partial(non-finel)
office-problem solutions aeand the final solutiom we asssume that
from the point of view of the problem-selvers elementary office~
knowledge pieces are divided into two disjoint families,, depend-
ing on that whether the elementary office-knowledge piece has
final or nonfinal (euxiliary) characktew. A final office-preblem
solution is composed from elementary office knowledge pieces hav=
ing final character.

The notion of a final elementary effiee=knewledge piece expresses
that in that moment end in that context frem the point of view of
the office-agent the knowledge piece contains full information
about the piece of the world it refers to. Nen-fimal elementary
office-knowledge pieces contain informatiom whiech sheuld be er
can be developedl.. (Consider the case of computer eenferenring.



The message ' Stephen Cook is a member of Group 6.™ is final
office-knowledge piece for a participant of the conference who
knows what Group 6. meams, but from the point of view of a person

being not in the possession of this information this message is a
non-final knowledge piece.))

Office-societies are collections of interacting office-agonits,
collectively solving a family of office-problems.. Naturally, an
office-agent can be a member of more than one office-society..
Note that here interaction is considered in a restricted form,

that is, it is realized by the contributions to the problem solv-
ing process..

The collection of office-problem solutions produced by an office-
society is called its office-problem solving capacity..

Office-agents are intelligent office entities, represented by
knowledge sources. (For example, persoms, expert systems, otc.
can be considered as office-agents.) They have condition-actiomn
format, where the condition describes the situation when the
office-agent can contribute to the problem-solving process.. In
this case the situation means that the actual partial solution
satisfies some conditioms.. The action-part describes the be-
haviour of the office-agemt. (Consider the case of collective
text-creatiaon. Let "Writing an article about computer networks™
be an office-problem. For exampl®, a condition-action representa-
tion is as follows: a person (an office-agent)) can rewrite the
second section of the current version of the article (can modify
partial office-problem solution by performing the action de-
scribed in the action-part) if the section contains subsection
titled "Local area networks " (the conditiom—part))..

Referring to the problem-solving processes in the office-
societies, we assume that during the process partial solutions
are recorded in a common (abstract) space, called the office-
boardl, which can be accessed by any cooperating office-agemt..
Note that in every moment only the current partial solution is
recorded in the space. (We can easily see that the analogy with
blackboard-type problem solving systems is obvious.(For detailed
information see [8,9,10].) The reason of the different usage of
terminology is the more general treatment of the problems. For
example, the message space of a real-time computer conferencing
system or a text, edited collectively by a group of persaems, can
be considered as an office-board, respectively.)

The problem solving process begins in an initial state of the of-
fice board (office-problem initializatiom).. Then it is continued
by eonsecutive steps, represented by a sequence of partial solu-
tions of the problem, forming the development te the office-
knowledge piece being the office-problem solutien and being
placed in the corresponding office-boardl.. The partial solutions
are obtained by contribution steps of office-agents., whieh are
enable to do it, that is, which satisfy some conditioms.. The pre=
cess ends in a previously defined state of the effiee-board, that
is by achieving the a final solution of the office-probhei.




The contributions of the office-agents to the problem solving
processes ore defined os follows: in every step the corresponding
(the enable) office-agent executes an office-action, that is
makes a modification on the actual partial solution being in the
office-board. Essentially, the modification means the following:
some parts of the current partial solution remain unchanged and
some of them are replaced by office-knowledge pieces. Note that
we do not require an effective modification of the office-board,
the case when every elementary office-knowledge piece is changed

for itself is assumed to be a contribution step, too. Also, we
have to emphasize that final elementary-knowledge pieces can be
replaced by office-knowledge pieces, too. We can see that here

is the connection point with generative rewriting systems theory,
as, this process shows formal similarity to the notion of a
direct derivation step defined there.

As we have mentioned, from the point of view of an office-agent
elementary knowledge pieces <can be divided in two disjoint
families, that is in the family of final and in that of non-final
elementary office-knowledge pieces.

The collection of final office-knowledge pieces of an office-
society is the collection of elementary office-knowledge pieces

which are final elementary office-knowledge pieces of every
office-agent.

Office agents of an office-society can work with and without an
outer control. The control 1is used for selecting an office-agent
from the potentially enable ones to perform an office-action.
Controls can be static or dynamic ones. In the Tfirst case the
control does not depend on the partial solution obtained in the
problem solving process. Dynamic controls depend both on the mem-
bers of the office-society and on the partial results of the
office-problem solving process.

3. A FORMAL MODEL OF OFFICE-SOCIETIES

The previously defined society model is based, essentially, on
the notion of an office-society. The following formal model is a
generalization of a generative paradigm, that is of the system of
cooperating grammars, which was first introduced in [12] and de-
veloped Tfurther in [13], [14] and [15].- (The notion of a
cooperating system of grammars in another form was defined first
in [20] and it was generalized in [21] and [22])- Note that in

[12] the term "distributed grammar systems" is used instead of
""cooperative'.)

In the following we define the notion of an office-society. We
note that we consider office-agents to be of having finite knowl-
edge, that is containing a finite number of elementary office-

knowledge pieces. The model is highly motivated by the versions
of [13,14].



DEFINITION 1

An office-society is a 8-tuple S=(A,C,F,N,START,ST@P, B MARD),

where

@) A={ A: 1g£izn )} is a finite set of office-agents of §,

where Ay=(F; Ny .P; ), where

(@ Fy is a finite set of elementary office-knowledge piecss,

called final elementary office-knowledge pieces of AQ,

™) N{ is @ finite set of elementary office knowledge pieces,

called non-final elementary office-knowledge pieces of AY,

Fy> and N; are disjoint sets,

(c) P5 is a finite set of productions of Ay having the form

p(w) = if condB(w) holds and w4 is a substring of w them
replace w4 in w by Ws, where wj and wp are offics-
knowledge pieces over (F{ U N4), w is an office-
knowledge pigce over (F U N) and condp is a mapping
from (F U N)” into {true,_ false),.

(#i) C is a mapping from A X (F U N) " into 2A called the
control of S,

{(@ii) F is the set of final elementary office-knowledge pieces
of S such that F is a subset of every EE; 1<.i<n,

{iv) N is the set of non-final elementary office-knowledge
pieces of S such that every N of Af* of A is a subset
of N, where 1<i<m,

) START={START) = 1<dién ), where STARJ{ is a mapping
from (F U N)* into {true.false),. called the set of starting
predicates of office-agent Al respectiwelly,,

Qvi) STOP={STOP} : 1<iién ), where ST@P{ is a mapping
from {F U N)¥ into {true.false), called the set of staying
predicates of office-agent A}, respectivelly,

((vii) B is a set of office-knowledge pieces over {F U N),
called the set of office-problem initializations
{(the injitial states of the office-board)) such that for
ony b in B there fis an i, 1£ixkn, such that b is
an office-knowledge piece over {F{ U Ni).

{viii)ACC is a mapping from (B X F*) into {true, false), called
the set of acceptable final solutions of the initialized
office-problems from the point of view of the collectiom of
office-agents of A.

If C(Ay \w)=A for every 1, 1dm, and every office-knowledge

piece w over {F U N) then we say S is defined without comtroil.

3t can be easily seen that this formal definition is convenient
for modelling some usual office aetivities. Note that the accep-
tability of the solutions means that the office-agents have some
idea about the solution they should like to achieve.

Example

Note that §f we define elementary office-knowledge pilieess,,
condition-action productions, starting and staying predicalass,
initial stotes of the office-beard in an apprepriate way them we
obtain, as a special case, the definition of a coeperating (dis=
tributed) grammar system defined in [12]., [13] and [IA]-

This caen be obtained as follows: in conditiem (i) eof Defipitieom 1




let prosuetion p of r, defined 6s follows: det wiX, where X is
an element of N{. Let condp(w)=true for all words w in which
2\ - - wZp and X occur as subwords and let condp{w)=false other-
wise. Thus, if 2z4,...,z, and X occur in the office-board
represented by word w for which condp(w) holds then we can re-
place X by Wa- Conditions (di-vi) can be obtained obviously.In
condition (vil) S={S)}, where S is an element of A for some i.
Condition (viii) is defined as follows : ACC(S,w)=true for

every element w of F*.

Next we define how the office-society works..

DEFINITION 2

Let S=(A,C.F,N,START,STO®,B,ACC) be an office-sociisty, defined as
in Definition 1. Let wj and Wa be partial solutions of an
office-problem b, initialized in B.

Let Ay be an office-agent in A. Let w *xyz and Wa=xvz, where y
and V are office-knowledge pieces over (FQ u Nqﬁ, x and z are
office-knowledge pieces over (F U N). Let p be a production

in Pi{ having the form ™ iP condp(w) holds and y is a substring of
w then replace y in w by v™. If c (w5 )=true then we say that

offfice-agent AY is enable to modify wj for Was by executing one
office-acttiom.

NOTATION
The execution of an office-action is denoted by ->.

DEFINITION 3

Let S=(A.C.F N, START ,STOP B,ACC) be an office-saciety, defined as
in Definition 1.

An office-problem solving process proeeé (dinitialized by Wwg and
resulting VW§; ) is defined as follows:
proc; Wg —> wi —» > ... > w, , where
TR MR N Tk
1 2 3 K
) Wy is an element of B,

Aq&is enable to modify wg for w| and SIWRIQI(WB)Etrue

(i1) wg is an office-knowledge piece over F such that
ACC(wq Wi )=true

(iv) for every j. 2£jRk
(@) Ay is enable to modify Wy_; for wj and

i
if sT@j9 (wJ_1)=false then A; =&
§-1 g 3=
otherwise START} (w&l?)atrue



and A;  §s an element of 6(My .wj-q)-
3 FEL

DEFINITION &

Let $=(A,C,E,N,START, STOP, B, ACC) be an office-society..
The office=problem soelving capacity CAP of § is defined

as the set of office=knowledge pieces over F which are results of
office=problem solving processes.

We can see easily, that in the particular case of cooperating
grammar sysytems, office=problem solving processes correspond teo
correct derivations and the office~problem solving capacity of
the society corresponds to the generated language..

&. OFFICE CHARACTERISTIC

Formal models ensure the possibility of the formal characteriza-
tion of offices from different points of viewm. The necessity of
formal characterizations is obviows, as from organizatioral, con-
stuructional points of view of a computerized office we need for-
malized information both about its structure and about its be-
haviour ..

Note that the motioms, which will be 1ntroduced in the followmimg,
were defined and examined for cooperating grammar systems in [12]

and for the model of blackboard-type distributed problem solving
systems in [[15].

First, office-problems can be classified with respect to the
simplicity of their solutions,in absolute and relative sems=. Ex-
amining our model we obtain the followimgy: we can define an
office-problem solution to be simple if in order to execute an
office-action the contributor office-agent does not need to be in
possession of recognizing 1large connected parts of/knowing too
much about the office-board end its starting and staying predi-
cates do not presume too much knowledge, too.

Using the notion of the problem solving capacity of office-
societies we can define simple and complicated office-problem
classes, also we can introduce the notion of office-agemts with
simple knowledge application cepability .

We define an office-problem for an office-society and am office-
problem-solution to be simpl®, if there 1is at least one way to
achieve its solution such that every partial solutiom can be ob-
tained from the previous one only by replacing an elementary
office-knowledge piece by an office-knowledge piece and the con-
ditions of the applied productions presume the recognitiom only
the elementary knowledge piece being replaced, starting and stay-
ing predicates of the collaborating egents are assumed te be hav-
ing the value true for all office-knowledge pieces and the set of
the acceptable final solutions consists of all effiee-knowledye
pieces composed of final elementary office=knowledge pleces.. We
can easily see that this notion covers independendy, and cempared

to cooperating gremmar systems theery, it €E6FFecponds to a
context-free derivation.




We say an office-agent to be simple if its condition-action rules
are of type of the previously defined ones. A class of office-
problems is a said to be a simple class of office-problems if
every problem has a simple solutiom. (Neturally, this notion cor-
responds in generative terminology to a context-free languags))..

The next point of characterization is the possibility of defining
descriptional complexity measures of offices. Formalized office-
societies can be described by their size and structural
properties, being characteristic of them and their behaviowr..

The notions are motivated by notions introduced for formal gram-
mars in [24].

Size measures for example can be introduced as follaows: the num-
ber of office-agents of an office-society, the number of
condition-action productions of an office-agent (the maximum of
the numbers of office-agents of the office-societyy)), the number
of non-final elementary office-knowledge pieces of an office-
agent, the minimal number of non-final elementary office-
knowledge pieces needed to produce the same office-knowledge ca-
pacity by an office-socisty., etc.

Structural complexity measures are the followimg: the number of
groups of strictly collaborating agents, where by a strict
cooperation we mean the followimg: two office-agents are in
strict cooperation if there is at least one problem solving pro-
cess when one of them developes a knowledge piece formerly pro-
duced by another one. An interesting structural complexity
measure can be the maximal number of non-final elementary office-
knowledge pieces occurring in partial solutions of a problem dur-
ing the problem solving process.

Note that size measures have special importance from the point of
view of economy of the creation of office-societiss, giving the
chance of achievements of our goals in a more economic way by
using a more appropriate reconfiguration and reorganization of
available resources. Structural properties express information
about the way of problem solutiam, giving a possibility of defin-
ing office-problem classes. The second structural complexity
measure defined above can be interpreted as the number of open
questions being involved in the current office-board.It is ob-
vious, that from practical point of view the number of open ques-
tions in a moment during the problem solving process 1is a
relevant property. Note that this notion is a generalization of

the well-known notion of the index of the derivation in formal
Janguage theory.. :

Another 1important point of examination is the characterization of
the behaviour of office-societies, emphasizing the role of
office-agents in the cooperative problem solvimg.. Office-agents
and office societies can apply strategies in the problem solving
processes (implicitely, controls define strategies, too). From
the point of view of office-agents strategies can be of ¢twe
types: self-strategies, which are characteristic only for the
office-agent and are independent from the behaviour of others.,



and collective strategies which determine the collective be-
haviour of the office-agents of the office-society. Collective
strategies raise such type of important questions as the question
of fair behaviowr. Without the aim at completeness we give some
examples for self- and collective strategies. A self-strategy can
be of so-called "one comment%/"full comment™ strategy. In the
first case the office-agent modifies one office-knowledge piece
in the office-bomrd), in the second case it modifies all knowledge
pieces which are available for it but there is no knowledge piece
which is modified during this process two times. Two examples far
collective stategies are the followimg: the first, the strategy
of step number 1limitatiom, when every office-agent can execute
consecutively (at least) exactly k-office actioms, and the sec-
ond, the strategy af comparative competemcy, when that office-
agent performs the action which is the most (least, competent of
measure of k, etc.) is competemt, where competency is defined on
the basis of knowledge pieces being modifiable from the point of
view of office-agemts. Moreover, a collective strategy can be
defined an the basis of temporaly monopolizatiam, which means
that until an office-agent satisfies the conditions of the
strategy (and naturally other requirements) then it continues the
contribution process to problem solvimg. A collective strategy

can be free, where the notion covers functioning without any
restrictiom.

Note that both descriptlional complexity measures and both

strategies are in very strong connection with the efficiency of
offices.

A. RESULTS

In this section we interprete some results of [12] and [1A]. ob-
tained for cooperating grammar systems, illustrating the notions
defined previously, with showing the possibility of achieving
general statements for computerized offices defined in an ab-
stract way.

We state the theorems without proofs, the technical details come

with simple considerations from the corresponding results of the
above mentioned two papers.

The next theorem is an example for the strict connectiom between
strategies and size and structural properties of offices.

THEOREM 1

For any simple office-society S defined without controll, where
office-agents use self-strategy of "one comment™ and S uses col-
lective strategy monopolization until satisfying minimal com-
petency (defined as the recognition of at 1least one non-final
elementary office-knowledge piece) there is a simple office-
society §* defined without control, which consists of twe
office-agents, where office-agents use self-strategy of "full
comment™ and S” uses free collective strategy such that their
office-problem solving capacity is equal..

The next statement shows that in some particular cases the role
of an outer control in the problem solving process is not




relevamt. The theorem fis an example for the cooperation of
office~ agents having fair behaviouwr.

THEOREM 2

The class of office-problem solving capacities of simple office-
societies defined without control, where office-agents use self-
strategy of "one comment™ and the society uses collective
strategy "executing consecutively exactly k-steps™ is equal to
the class of office-problem solving capacities of the same type
of simple offices defined with control..

Before presenting our next statement we note that the "full com-
ment™ strategy expresses paralelism and the "one comment
strategy™ expresses sequential behaviour in some sense. The fol-
lowing theorem says that, in some special cases, sequential orga-
nization provided with even some very simple additional features

results richer problem solving capacity than @& simpl®, paralel
organizatian.. :

THEOREM 3

The class of office problem-solving capacities of office-
societies defined without controll, which consist of simple
office-agemtts,, which use self-strategy of "one commemt'”, and the
starting and staying predicate of every office agent are defined
as the recognition/nonrecognithlon of finite sets of elementary
office-knowledge pieces, respectively,, and the office-society
uses free collective strategy, strictly includes the class of
office-problem solving capacities of simple office-societies
defined without controll, which use free collective strategy and
its office-agents use self-strategy of "full commemt™..

5. FUTURE

We can observe that our model is highly motivated from the theory
of classical(sequential) rewriting systems. The cooperative
aspect of generation can be imagined as a useful tool for model-
ing more complicated structures, for example graphs. We think
that the theory of cooperating graph-grammars can be a very
promising tool in the modeling of distributed problem solving and
can form a theoretical base of handling usual graph-oriented rep-
resentations in artficial intelligemnce..
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HIBOL=2 AS A PARADIGM FOR END-USER-ORIENTED COMPUTING
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This paper presents a brief introduction into the
design rationale of HIBOL-2, a programming language
designed for end-user computing in office environ-
ments. The diffenences in the construction process
of physical systens versus software systems is
demonstrated and used as justification for several
design decisions made in HIBOL.
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1. INTRODUETION

The adlvances in information technolegy and in miero-electronics
brought relatively inexpensive but highly powerful equipment into the
hands of broad sections of the workforee, notably of elerical workers.
However, the advances made by the informaties industry outpace the
learning capabilities of a high proportion of potential users. Hemnce,
ane has #6 open avenues which bring computing pewer into offices with-

ot distrupting the existing work structures and witheut requiring to
aster new paradigis.

This paper reports on research and associated developments econducted
at the Institut fir Infermatik at the Universitat Klagenfurt to achie-
ve the goals mentioned above.

HIBOL-2 s an example of a programming language whieh is integrated
within #ts own progranmming environment. HIBOL-2 is designed aceording
16 a desk-top metapher. An application is medelled as a desk en whieh
mforvetion #s flowing between forms layed out en the desk. Deseribing
thds flew of Infornmation and derivation of new iInformation, the user
in fact specifies a program whieh will then exeeute either indepen-
dently or under the guidance of the programming eRvIFORRAE.-

Fundling ef the development of the HIBOL-2 envirenment by the Austrian
Fersehungsforderungsfonds, grant P 6341, is gratefully acknowledged.




During the first part of this research, a number of interesting]
pects of software-ergonomics as well as considerations of lageag]
design could be studied. The implementation gave rise to the L
lopment of an incremental compiler observing aspects of software
and object oriented design.

2. OFFICE SYSTEMS AS A SPECIAL KIND OF MAN-MACHINE SYSTEMS

With the increasing penetration of society by technical systers,
ces too became iInvaded by technology. There, the path of ewvolution
be followed from simple typewriters and calculating machines via
tronic typewriters with memory to textprocessing systems and fulblJ
equipped micro-computers or highly powered workstations equipped with]
powerful text-processing-, data- and information base management sS#*
tams and decision support software.

Hence, as with the advent of most socio-technical systems, the ges-
tion of whether systems can only be used as bought off the gelf, a
whether such systems can be installed as adaptable shells which wll
be filled and gradually enriched and adapted by their users becau
relevant for this environment. Obviously, as also shown in the I
ture on man-machine systems (e.g- [MMF 81]) as well as in wors
system development methodology (e.g- [HOY &) or office i
systems [BRAC 84, HAGG 88], the latter approach is to be folloned.

IT systems development or systems evolution is placed into the
of so called end-users, people who are trained in a subject area ottef
than systems development, one has to search for development paradigs,
these people can feel home with. Prototyping, i.e. system deelgyett
by planned trial and error [MITT 85], can definitely be such an gpo-
ach. However, we have to see how far it can carry and whether daelo-
ping prototypes in software is reasonably close to crafting solutas
in physical construction.

3. A LAYMENS CONSTRUCTION OF PHYSICAL OBJECTS

IT physical objects are constructed by laymen, 1i.e. by their ed-
users, the developer enters his hobby-room and looks around iIn ssad]
for objects helping to achieve the desired task.

His eye rests on tools as well as on materials. Concerning the toks,
he probably possesses a hamer, a saw, screw-drivers, ..., ad if
iIs more affluent even some mechanical devices. The materials at
will be nails, boards and other objects which have not yet been
or which are no longer in use. Then, he starts his work by
the needed materials and the tools appropriate for adapting or
ning them.




As for the equivalence to the development of program(ming)-objects,
the need for software-development environments, which provide a cohe-
rent set of tools is generally recognized by nov. The need to provide
the programmer or even the layman with good materials to work with -
i.e. predefined solutions, adaptable and reusable components) has been
recognized only more recently.

The HIBOL-2 environment strives to support this programming by reuse
and adaptation. Its top level leads into an archive of semi-finished
components of office procedures and of rules for computing data on the
basis of Filling iIn business forms. But there remains still the need
to construct such semi-finished components in the first place, to

adapt and to combine them properly. To describe this, we turm again to
our analogy.-

Looking at the development process of simple physical objects, the
“hobby worker usually Tfirst strives for obtaining an approximate
solution. The direction of approximation is obvious. ITf one has to cut
something, one first cuts just a little bit too little off and then
fits the piece by successive trial and cutting. Likewise by bending or
by other physical and material operations one approaches the final
solution via a sequence of successively better approximations where
one strives to never cross the point of the exact solutions because
oscillations around this solution are hardly possible.

Only with more complex systems, notably with those whose complexity
prohibits construction by laymen, an abstract solution, say a blue-
print, is made before the physical solution. Designing such an ab-
straction requires quite different skills than the gutt feeling needed
for a fast sequence of trials. The process is also very different. It
IS not possible to "fit' a design iIn the way mentioned above. One
rather has to aim for an exactly fitting point solution within a sin-
gle shot. (Only the infeasibility of obtaining such a fit In certain
kinds of system- and development environments lead to the recognition
of prototyping as a proper way of developing software systems.)

4. THE SPECIAL MATURE OP PROGRAMMIMG

Programming tasks differ from other system building tasks in so far as
they require to develop abstract objects and as they aim at exact
solutions in the first shot. This is at least, what trainees are
tought iIn programming courses and this principal characteristic is iIn
no way invalidated by alternative paradigms of software development
such as prototyping approaches or the spiral model [BOEH 88]. These
approaches are rather altermatives to the abstraction process involved
with software design which becomes necessary whence a certain comple-
xity/size treshold gets surpassed.



One should note though that even pure prototyping approaches are J
sible only up to a certain size of systen/complexity and that
this level some kind of (semi-) formal design has to take place. T
point-solutions are required at more than one level and the trasiti
from one level to the next requires a change of representation.

All design methodologies proposed in the literature strive for
kind of system decomposition to ease complexity. Their breakdomn stra-
tegy - how diverse it ever might be - though, decomposes systens 1)
variably into distinct functions or functionalities which are, an
sidered in isolation complete though. Thus, the development prdoleil
becomes smaller but remains invariant with respect to the nature.df|
the intellectual task to be mastered by the developer. There is
where room for the gradual convergence of solutions as we see them |
building simple physical systers.

5. FORMAL VERSUS INFORMAL ASPECTS OF OFFICE PROCEDURES

Office procedures differ quite markedly from the formal and "up to
point” nature of programming and software design. Not that they

lack any formality; but from organizational theory we know very vl
that organizations can function at their best only when a proper rela-.
tionship between the formal organization and whatever kind of infonal
organization () exist. Would it be different, "working to rie*
(Dienst nach Vorschrift) would not be one of the most frigitening
methods of striking. The challenges involved with designing offie
software become evident if we note that working to rule is the oly
mode of operation for computers though!

The difference between the "mathematical” exactness of programing ad
the fuzzyness of office procedures can best be highlighted by dsar;
ving attempts to formalize law [STAM 86], an area of social orgeniza-
tion on which the foundation of all modern industrial life is buildt

How does one cope with this problem? In systems brought into i
for parametric users, one solves it by leaving them open for
intervention. In systems which would allow users also the freeded
adaption, enlargement and even (re-)construction, one should
for dimensions of decomposition in excess of those for fuct
decomposition (@ above, | encompass under this term data-flow, €
ject-oriented, or other related decomposition approaches,
eventually they all boil dom to functionality.)

What are those dimensions? We can draw from classical philosophy te
distinction between form and contents. While contents (ottologically)
IS even In most physical design tasks something one has to settle fr
in a process of well considered choice, form is the dimension where ve
are accustomed to gradual shaping.
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Considering data processing systems, each, form and eontents, ean be
further split up. With form, we can elther refer to the visible ex-
ternal appearance, the appeal something has towards the human Sensery
apparatus, or to the internal or structural form, something whieh
usually remains iInvisible, which ean only appeal to the techniciam,
collector or to other species of special experts.

With contents, we refer usually to the semantical contents of an In-
formation systesi. The bearer of this contents is data (ususdly with
static semantics) and mappings between data (o describe the dynamies
of a system).

The following chapter will shew, how these considerations of system
construction ergonomics are Incorporated In the programming language
HiBOL-2 and its develophient environment.

6. HiBOL-2: AK ATTEMPTED ANSWER 70 7hE CHALLENGES OF OFFICE PRO-
ERAMMING

HiBOL-2 [MTTF 87, WERN 87] iIs a programming language whieh has been
designed in conjunction with its programming environmept to allew
software development alse for people with relatively littde training *
in prograniming or abstract design methodology-

1ts basic paradign is a desk-top metapher. 1t Is assumed that a elerk

fills in business-forms according #o prespecified rules or office
procegires..

The basic organization of the desk, a device eontaining slots for
inconming data (enpui-forws), oultgoing data (ewdput-foris) as well as

slots for accessing and iIT necessary changing data stored on files
(upaste slots) as well as for performing dialogs with the agent
requesting an innediate response service from this desk (@isleg slots)

are provided. Likewise, there s space on the desk to hold the coarse

rules (seguence of action) 1o be observed when working on this desk,

(see Figure 1)

The rough external form of the desk is standardized, since we felt
there would be 1ittle use in giving users an undue Fdlusion of working
oeh his oun wooden desk instead of an electronic abstraction. The de-
tails of this arrangement are subject to the users taste theugh.

The contents of the desk Is given by the contents of the forms bouhd
1o the respective comnmupication slots as far as the global aspects of
data mapping are coneerned. At a more detailed level, the werking rule
determine the sequence IR which fForms are processed and the level of
aggregation, i.e. whether processing should be done on a form by form
basis or whether a conplete file of forms shold be processed at once.



Defining desks and the work rule is the first portion of work in wi
ting a HIBOL-program. The next sequence of work-steps are cmstltutaju
by defining the business-forms attached to a desk.

This specification of business-forms 1is divided into a sequence al
phases for each form with each phase corresponding to a specific &
pect of form and contents. The phases are:

phase 1: layout definition,

2= type definition,
" 3 result definition,
" 4 optimization.

The tasks to be completed during the individual phases are (see asj
Figure 2):

Phase 1 - layout definition: During this phase, the layout of tijl
business-form is designed. The *programmer’”™ can organize the area dj
the form into a hierarchical set of named subareas as If he would day
a form template. The names of the areas should be speaking descrip-
tions of the data held by form instances at the respective location.!
Likewise, the user can write strings of text onto the form taplate,!
which then will appear on each form instance.

By organizing the areas on the form, the user implicitely defines t€l
composite data structure for the respective form. Special provisias)
are taken for the specification of repetitive data structures.

Phase 2 - type definition: While layout definition provided irrplicitly|
the high level data structure, the typing of elementary items has
be done explicitely. The user can either provide a standard type sdj!
as INTEGER, DECIMAL,n, TEXT, SIRING, DATE, or can indicate a range off
admissible values, thus implicitely also indicating a standard type.

With type definition by range specification, the system will autorati-
cally provide a range check.

Phase 3 - result definition: While the previous phases had to do with]
data declarations, the result definition provides the needed prooeduijj
specifications. The user can write into the location, where the realt]
should appear either the name of a standard procedure identifyer, adh
as INPUT or SYSDATE, or an expression dealing with the names of cig]
areas on this or other forms currently accessible on the desk.

The general perspective on form mapping follows a data driven atti-
tude. Hence, HIBOL-2 does not need any sequencing or control drinan!
loop constructs on the forms level. Loops are driven by the (Qualify~
ing) iInstances of iInput data. The respective language constructs aej
the EACH- and the FETCH- statement for iInstance preserving mgpirgs.



SuM, COUNT, COMBINE, ... are aggregating operators working on eomplete
collections of repetitive data structures. With each of these eon~
structs, conditions can be specified to have enly these instanees
which qualify figuring in the respective result.

The individual procedural specifications are given en the level of the
respective form item €6 which they beleng. The overall sequencing of
the computations following from these specifications Is done according
to the inplicit mapping dependencies by the syste.

Phase 4 - optimization; This phase allows to provide the system with
hints as €6 how repetitive data structures should be inplemented. In
extreme cases, the user might stick iIn his own ifnplementation, thus
replacing the default iiplementation.

Considering the four phases of specifying a business-form in the light
of the discussion concerning form and contents, the following ebserva-
tiens can be made:

After the initial sequence of form definition, whieh has o6 be dene
acecording to ascending phase number, the applicatien develeper is free
to make modifications t6 a form in whatever sequence she or he de- -
sires. However, one has 1o cbserve that layouwt definitien Is purely
concerned with the edernal appearance of the form. The fact, that the
internal data structure is derived from this external appearance be-
conies only evident in so far, as it would be more cunbersome €6 feve
items across boundary 1ines of higher level itens than 6 move them
within their parent item or €6 change their external representation.

Type and range definition concerns a deeper level of "form', beecalise
it defines not only the space needed by a value ((f going to the ex-
treme) .. The range a data value is drawn from fiay have deep inplica—
tions eoncerning its semantics.

Result definition is definitely the description of contents. Hence, it

should be preplanned and not subject to whatever trial and error pro-
cedure.

Optimization is the phase dealing with the internal structure of con-
plex and velumineus data. 1t is hence the phase which concerns the
aspect which might yield delight to the insightfull ebserver enly. To
stay consistent with our aims, optimizatioen is, therefore, optional.
o6nly if dictated by efficiency of large appliecations, the developer
should delve into this phase. For swall spplications, the nen-expert
builder is well advised to stay with the default internal structures
provided by the develoepment environment.



7. SUMMARY

Although the process of gradually developing physical objects carot
be completely carried over to the development of software, the ab-
stract nature of programming can be reduced by splitting form ad
contents of software solutions.

The programming language HIBOL-2 and its environment can be considered
as an example of incorporating this division. It provides an integra-
tion of a progranming language iInto Its environment in such a vay,
that (end-)users are to a large degree relieved from abstracting all
details iInto the sequential text of a classical programming languages.
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Abstract

The development of man machine interfaces should preferably be based on
building prototypes. We introduce an alternative method to create object oriented
user interfaces. The various objects are prototyped separately to formindependent
units of description which demomstrate particular aspects of the entire system. It
follows an iterative combination process in which the so far existing prototype
units are assembled achieving a more complete description of the intended

system.

Keywords: User Interface Design, Prototyping, Object Oriented Design,

Software Engineering

L INTRROODRICTTON

' Due to the technical improvement of hardware (bit mapped displays,pointing devices, graphics

bprocessors) the software field is migrating to highly interactive software. Therefore the man machi-
neinterface is getting more and more the dominating part of a software system, having great influ-
enceon the success of the system. With the growing acceptance of alternative interaction techniques
and devices by the user community, almost all companies are developing software with advanced
user interfaces.



We areinvolved in the development of an integrated office automation system. This package
integrate featuresofword processing, graphics, databases and spreadsheets. The intended userin-
terface is based on the principles of DM (Direct Manipulation, [1]) and the WYSIWYG approach

(What You See Is What You Get), known from the Macintosh™ user interface environment:

- continuous representation of the objects of interest

- physical actions (movement and selection by mouse) or labelled buttonpresses instead of
complex syntax

- rapid, incremental, reversible operations whose impact on the object of interest is
immediately visible

- incremental learning that permits usage with minimal knowledge

- the effect of operations is immediately seen by the user

- the future printout of documents is exactly seen on the screen

This lead to an objectorientation of modem interfaces, which are composed of distinct objects pre
senting the functionality of the application. Our development takes place in the Presentation
Manager™ environment, running under the new OS/2™ operating system developed for tre
powerful 32-bit microprocessors. The Presentation Manager shows explicit object oriented aoH

cepts also found in the Smalltalk™ system [2].

Another characteristic of the ongoing project is the separation of the interface design from the
plication design [3]. This results in the formation of two distinct development groups, reflecting
this separation. In the following we only concentrate on the developmentofthe user interface ad

we are not describing necessary concepts underlying this separation.

The altered profile of interactive software systems has greatimpacton the life cycle model. There
guirements definition and specification phase, in particular for user interfaces, is very hard tod
with the historic software engineering methods. Itis almostimpossible to solve any significantce
sign problem in asingle iteration. As an alternative approach prototyping has been introducedby

various authors [4,5,6].

Macintosh™ is a trademark of Apple Computer Inc.
Presentation Manager™ is a trademark of Microsoft Corp.
0S/2™ is a trademark of Microsoft Corp.

Smalltalk™ is a trademark of Xerox Corp.



Proititypping can serve various purposes [7]. We are specially interested in the possibility of stabiliz-
ing the user requirements for the system and experimenting with new and novel design ideas. The
ability to gather “ends-om™ experience leads to much more insightinto the problem domain, as one

can get with paper descriptions alone.

Based on the classification from Weiser in [8] we are building user interface prototypes. Prototyping
techniques can be mainly classified into three categories [9]: prototyping for exploration, prototyp-
ing for experimentation and prototyping for evolution. As can be seen from the following sections
we adopt the experimentation approach to determine the adequacy of a design step. Further we al-
so work in an explorative manner, because the prototype can generate new requirements for the

‘product. The final prototype however need not be thrown away as proposed in most definitions of
explorative prototyping.

This paper describes in the following a form of prototyping applied to our specific project demands.
To begin with the prototype cycle preliminary functional requirements have to be established. A
Synergetic Prototype is then constructed, which finally forms a superior specification of the target

user interface.

[2. THHESINERRGHET (C AT @ANCHH

The synergetic method is comparable to the strategy applied for sticking together the pieces of a
ipuzzle. The player starts with the single parts of the puzzle, showing only a small facet of the entire

picture. Figure 1 gives the imagination of such totally unorganized spread pieces.

Figure 1

- 8-




The completion of the picture is done by the successive combination of the so far obtained suip

This results in a complete picture as shown in figure 3.

Figure 3 [10]

3. FUILDING UP A SYSTENG NMODEL

We use a similar approach for building up the system model as proposed from Budde et alin
The starting point of the user interface development process is the intended functiomality off
ture product. The first step to obtain this functionality is to determine the so called warking j
in the planned user model of the planned application. These working objects are the objectsm
ulated by the user in his mind. They are reduced to their relevant aspects and then their pas
states are identified to form a presentation as elements of the system model.

-8 -



typical example for such a working object is a folder in a filing system. The user will imagine a
Ider as a thing he already knows from his deskwaork. A folder is able to hold files which may be

ments in the users mental system model. Relevant aspects of a folder are the ability to havea
ame and to keep the contained documents (files). The state of a folder may be open or closed and is

further determined by the contained documents and the folder name.

(e functions, the system should perform, are grouped in an object oriented manner with the ob-

jects forming the users system model should thereby get a functionality which is close to the func-
fiomallity of the real object in the application domain.

For functions which have a sufficient importance, we introduce so called functional objects, ena:
‘bling the user an easy access to this functions. An example for such a functional object is a waste-
Ppaper-iesket which is a presentation for the often needed delete operation. Functional objects can
serve as a presentation for an operation (here: delete) applicable to different working objects. The
delete operation presented by the waste-paper-basket may for example be valid for a folder as well

as for the documents inside the folder.

4, PRI OO TYPRNNG WA TITHH TTHHE: SSYNETRGET C AAFRROANCHH

The now obtained system model forms the basis for the synergetic prototyping process. To start the
process, the user interface designer has first to produce an object description for every object con-

. taimed in the users system model planned.

. This design process relies on the knowledge and experience of the desigmer. The screen layouts
- should be made by a commercial draftsman in cooperation with the interface design group which
bears in mind the functional aspects of the systerm. The commercial draftsman knows how todrawa
- waste-paper- basket that an user will recognize as a waste paper basket and also introduces aesthet-

ical aspects to the user interface.



Because of the prototyping approach, a detailed elaboration of the object description and a canff
adjustment of the interface layout to the system functionality is not as impertant as it would k
within anormal (waterfall) development model. In figure 4 an example of an object desarijption fo
afolderisgiven. Itis composed of the screenlayouts and ashort description of the system funutiii
ality seen by the user when he is working with the folder.

The object description is used as a supporting document for the initial conversation held betwee
the interface designer and the prototype programmer. It also supports the prototype progeanmie
in his work. In the initial conversation, the interface designer explains the described object to
prototype programmer and so defines his job. Now a well known iterative prototyping processfol
lows. Itstarts with the realisation of the described objects followed by an interactive ewallutitonil
cooperation between the interface designer and the prototype programmer. With the folllovwii

correction a new iteration is initiated.

Only the objects and the functions corresponding to a single object are concerned in this firstypmi

typing processes. This functions are named intraobject functions.

When the result of the first prototyping process is satisfying for the interface desigmer, a protiutiyg
exists for each object described. The construction of the synergetic prototype continues by comibig
ing the now implemented objects into a new prototype. This combination is done in ome or ma

steps combining objects or groups of objects until a final prototype is achieved.

Every now obtained prototype shows more of the functionality which is formed by the coappeasit*
of the assembled prototypes. The functions making up this functionality are named imttentip
functions. Because of the cooperation of the so far realized prototypes we term the set of pratis
prototypes a synergetic prototype.

Jtmay happen that an earlier prototype is affected by the correction step. In this case, the affect
prototype has to be built again and also the combination of the parts to achieve the latest proitisy
has to be done again. It is not allowed to alter the presentation or the functionality of an objectas
group of objects in a prototyping step later than the step where the functionality was inif
dueed.
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The prototype which shows the functionality of the whole system is called the final prototype. Tt
set of all implemented prototypes is called the synergetic prototype.

5. BUILIDINIG WP AN USER INTERFACE SIPECTH (AT OMN

The result we want to obtain by the application of the synergetic prototyping method is a spaeifite
tion of the user interface for the software system in question. This specification is formed by ahier:

chical organised set of description units containing the prototypes built.

To get these units of description of the prototyped presentation, every realised prototype is indk
ed in a predefined description frame. Every unit of description consists of three parts: The pm
type itself which shows the functionality by allowing the reader of the description unit to getafa
ing how it works. An explanation text serves as an user manual to explain the functions shavwi

the prototype which are not shown in any earlier produced description unit. The third part is§

programming text which implements the shown and explained functions.

These three parts are maintained by the description frame which also serves as a test emwiponee
for the programmer of the contained prototype. The units of description are used as a doa
tion of the produced prototypes utilized by the designer- and programmer team of every
prototyping step as well as by the implementors of the final product.

The complete set of prototypes, the final synergetic prototype, forms a well structured sugperior 18
interface specification. This specification normally will act as milestone preceding the furthery
velopment steps. An alternative possibility could be the subsequent treatment of the final
getic prototype to realize the target system. In this case an excessive quality control is neg

achieve a sufficient system performance and system security. We recommend to apply this qual
control notonly to the final prototype butalso to all single prototypes existing in the symarggttic
totype hierarchy. For this task the previous generated description frame can serve as an use
aid.



6. CONCLIUSEODN

We introduced an alternative method for the development of user interfaces based on the concepts

of an object oriented software architecture. The construction of our prototyping approach took

place according to the features of the underlying user interface environment.

Further research has to be invested in a automatic or semiautomatic support. A Computer Aided

Synergetic Prototyping (CASP) could combine several tools. The documentation, realized in our

project with the description frame, has to be further improved. The integration of the single proto-

types to more expressive ones should also work with a sophisticated automation, minimizing the

programming effort.
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BEYOND DATA CRUNCHING:
A NEW APPROACH TO DATABASE INTERACTION
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Tampere, Finnland

In contrast to traditional data processing ("data
crunching"), a number of innovative ideas (‘Hyper'-
systems, integrated sheets like 'Excel, the whole
phenomenon of "M acintosh", etc.) have emerged lately to
provide nonprogramming (generally applicable, turn-key)
solutions for office-, management-, and personal
information systems. We wish to step fimther in that logic
by narrowing our scope to only one component: the
database. A new mechanism is introduced which provides
multi-contextual simultaneous data access with inter-
session resident context-mvanagement and context-
associated operation-interface (in contrast to subfunction-

oriented language-interfaces of traditional systems).

Keywords: database interaction; context management;

multiple views; Hypertext: electronic encycklopedia.

1. NnTrRODUCTION

ackground

ﬁle all remember the initial heroic era of computer applications when instruction
S'peed was the only significant parameter to learn, and computers were almost
3xc|usive|y used for numeric computations: 'to crunch numbers'. Weights have
been significantly shifted lately (first of all towards symbolic computations
nowadays), as humerous papers in the volume emphasize this. It is not so obvious,
however, that though database management is a much younger area of wide

app licability, still a similar trend can also be identified here.
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Traditienal data processing systems (e.g. payroll, banking, insurance, etc.) are
characteristically based on batch operations with predefined transactions and
fitozen schemes. (Such systemis can best be realized by prograuming them using
DEMS sublangiwages. Frominent examples {or these aproaches are a.g. 1], {21, (3}
They are born té 'crunch data’' - an impeortant thing te de (1o free the white collar
staffy, bul the centre of interest in data systems has become radically different in our
days.

Eovitils, accesybiligy, aiid exalmiygge of information will play key rokes in the society
of the future. Trends like hyper media systems, alectronic encyclopedia, associative
rettiawal, distributed knowlkadge banks, boulletin boards, teletext, ate. will all lead to
completely new f{orms in Ruman weorking conditions, i coeperative Rhuman
behaviour, and in information acguisition in general.

To increase the preductivity of nenprofessional computer usage, the indefensibility
of puzzle solving practice has long been realized [4], [6). Though recent
develoepments in man-machine communication technigues are impressive (e.g. [6],
{71, (81, [0y, it seems that the database community has not yet utilized the power
offered in its real nature. )

This paper considers one of the fundamental {actors common in these trends, the
way of imeraction itsell - along the line as emerging new man-mackine
communication technigues (multi- WIndows, views, contexts, iconic technigues, the
'‘Waclntosh phenomenon', ete.) constantly spread. Information in the futwe (2.g. in
public, office, and personal systems) should ‘throw itself at the users, clearly
offering all modes of its axplorability, in contrast to 'mining in the darkness', (as
most language-orinted approaches de).

Phylosephy

Elelow we give a list of considerations which we believe new approaches should
support. Some of them have already been posed by EHyper-text systems too. We

claith Rowever to step furihier by narrewing the scope and dedicating our conceits
1o the database area.

(1) Residant working comtexiss Whaen working with a database, saveral windoavs
gan be used at the same time showing different views and or different pieces of
information. On legging out, nermally all these werking contexis are lest and
have to be vebuilt when starting Weork again. The first peint is therefore to
inttoduce a Kind of a ‘Context managar' (with its own resident information base)
enabling multi-contextual data-dialogues to survive.
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(2) Making contexts fine. Wwihen one of the contexts is used to update the database.
it can be useful te see the changes caused on pieces of information displayed in
other parallel eontexis (in a real time way). 80 the next point is to make contexts
sensitive 1@ changes taking piace in the database.

() Reflections versus facks Dialeg contexts present 'reflections’ (from various
Viewpointsy over the real data (ihe ‘facts'). The werld of reflections should obey
a seltcentained infommation model (Io be mapped to the database scheme). (The
idea is the same as that of 3B geonetric modelling.)

(4) Transtornmions! integriti: The world of facts should only be available via
refleciions. Qperations acting on reflections may or may not alter the facts
themselves (depending on 'modes’, see later). AS a basic rule, hewever, Rothing
may change in the database Which is not changing visually on the seree.

(§) COperational contexts, Traditionally, operations are associated with database
subfunctions (entry, updaie, guery, ate.). They should, hewever, be associated
with _reflections 1n contrast, within a unifersm framework »providing all
subfunctions in one. (In such a way werking contexts will not be lost whem
changing from one database subfunction to another.)

(6) Nunpregranuning paradigm The usual methed of relying orn database
SUDIRRGVAEES (dlalabase programming) is wnaccepiabie for end-users. The wheole
interaction should merely be based on templales and icoms suppesing ne
syntactic knewlkedige of the wsay.

2. SOME NEW COGNCEPTS

Here we heuristically outline a sat of possible Rew concepts on whick a different
type of interaction scheme can be built. For mere axact definitions see [§].

Data-picture

Intwitively, a data-picture oF simply a picture is a reflection over the database, to
which a meaning is associated, A few examples of pessible meanings are as {oliows:
an Yentry {erm for a fypical input data®, a "iransient piece of temperal inidormation on
sg.", a "detailed r«epor{ OR §§. 16 be protected”, a piece of the database seheme fram
a given contaxt”, a "specification of a typical guery”, ete. All operations te be
dicussed later are asseeiated with pictines themsalves. (Notice the difference: there
will be 1o operations associated with the special meanings listed above - what
cORVentional systems de.)




Pictunes usually show a set of dala inlerconnected in a meaningful sense. They obey
a general structural pattern, a Rierarehic arrangement (with any number of root
nodes) inm which each subordination expiesses an axisiting interconnection
(assaciation). See figure below.
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GalMery

AS a eonsequence of our appreach, an information base 1@ be managed splits inte
tWo separate paris: the database (a conventienai part), and the "pictinadmse” to be
referved later as the Gallery of pictwws, Eoth have specific integrity rukes and
propeities which have to be maintained partly independently. The Gallery consists
of all resident pictiues sUFViving a s35sion (a visit to the Gallery). The Gallery itself
is divided into various regions as showm in the figwe below.

The so-called EXxduilionis the regien visitors normally enter, where all pictunes are
theroughly maintained at all changes of the infermation base. Pictures of the
Exhibition may be gpened({displayed) or closed{non displayed) at a given moment.
A distinguished one is the Currentpiidibey, the one we are just manipulating.

The other major part of the Gallery is called the Arc/yve storing pictiues which are
still valuable in a sanse, but which are net maintained regularly any longer.
(Typically, it might be a.g. an impertant long repert, which, at a kater time, is rot
necessarily consistent with the actual database.)

The Avchive itself is divided into twe parts: The Climétized region emxails pictiles
which are still in a condition te redisplay them in the Exhibition, on request. (Le.
they are still consistent with all actual integrity propeitias of the database.) The
second, which we call the Mouldy region i§ the store whei@ picliies are
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abondoned. though net yet discarded. (The restoration of such a pictiwe can be
expensive, needing special techniquies.)

GALLERY

i EXHIBITION
% E‘]'ﬁ ,F‘ , i
' Displayed Pictures

P DS

{
STUDO l Clased Picluies
| ARCHIVE

]
i
i Clinatized Region |
]
{
!
1

Maulldy Regiion

Finally the Studio serves as a restoratiom area with special eguipments
(eperations). as well as a receiving area to adjust pictuues imported liom the oulside
enviraament.

Qualificstion

Another dimansion of pictuie classification is the individual qualification associated
with each of them. The {ollowing classes are considerad:

(1) Sketch The default gualification for newly created pictiwes, They are transient
oRnes, and are discarded after the gallery-visit (unless requalified before).

(2) Propeug: The rovmal qualification of resident pictures. Eoth "sketches” and
"propeities” are constantly maintained during "performances” (sessions), but
neither are protected against “imwalidating” them (ie. data schewe changes
contradicting to their structure - see later.)

(3) Protected Such pichwes eannot be invalidated. Any action (et the active
picture) inducing structural changes on any protected one (i.e. alteration of
the refeiTed piece of the database schema) is refused.

(4) Master pie. These pictures are strictly protectad. Not only their stmuictuie,
but even ne data value referved by them are alterable, (Cireating protected
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pictires and master pieces 1§ alse a way o localize transformability in large
Vilmeble databases.)

In addition, there is a fifth elass called the Standard ong being the sat of the “systam
defined” pictwwas. This gualiication is not available for the users, standard pictures
themselves are, howaver. (These ¢an alse be used as typical fragments, "seeds"”,
from which pictlues €an eonveniently be compesed by enriching them.)

S¥atus

The {ollowing sat of properties is direcied towards the contents of the pictunes
displayed. They express imporfant characteristic properties with respect to the
mapping which intereonects pictuues with the real database.

(1) Vadhh A picture is called ‘valid¥ if. in all respect, it confommes with the actual
database contents. (L&, its subordinations correspond to axisting associations
in the database, and all their actual data exist exactly in the referred context
F'or a formal definition see [8].)

-1
(2) Filled. A picture is ‘illed' if it does not contain unreselved open references. (Le.

all its references refer 1o values whenever those exist. See more formally
in[81.)

(3) Saturated. A pictiwe is 'saturated’ if all its nonleal nodes are referentially
complede.

(4) BEvaluated A picture is 'evaluated’ if all its demain fields are of value type.
(Typically, evaluated pictawas are results of quaries.y

3. OPERATTONS ONPICTURES

There are two universes to be maintained: the "reality” (“facts”, i.e. the database
itselfy and the world of "reflections” we see (Le. the Pictwres). In principle, the
"reality” is directly net accessible, but by "reflections” only. Database update is
realizeeiby consequences of pictiwe operations exclusively. The werld of pickues,
hewever, is alse a selfconiained one in a sense. That is, pictures can alse be
transforimed iR a nwmber of ways Withowt altering the reflecied facts (data)
themselves.



Operation modes

sarve to desigimie the type of conseduenéss an operation may cailss, Each of the
thrées modas given below can be associated with any of the eperations listed (except
SIS apervliowss, see later).

(1) Eree modw. This mode is proviged (and can only be used) for temperal
wansiormations, No checks or consequences are made. However, if the
validity is not met at last, the resuiting modification will not be reaccepted it
the ExRibitien of @allery.

(2) Check miode, The default mede for all transiommations. The validity censtraint is
checked consistently, An oparatien is refused whenever ¢ontradicts it,

(3) Enforcing mode, The gnly mechanism (& update the database itself. It wouks as
follows; Whenever the validity censtraint is contiadicted, the database is
updated so that it will be met again.

We remark that the Yenforcing mode" is additionally constrained by ﬁne plotection
of pracious” pictuwes (see pictuwre gualifications).

Operatiions on subpictures

This sat of operations are combined with a preselection of a subpictute area to act
o0n. The selaction proceduwe, Rowever, is restricted (automatically) so that the
selactad plece should itself constitiie a pictuie. A sponger version may additionally
refuest that the remaining part must stll constitite a picture (i.€. a8 subhierarchy is
extracted from a hierarchy such that the remaining part wmay net have unlinkad
branches.)

(1) REMOQVE. Removes a selected part from the pictune. In the Yenforcing mode"
the corresponding data objects are also deleted. Neotice that it may alter the
picture's validity, (Some finer distinctions can alse be made concerning the
future of the selected piece, see [B].)

(2) MOVE. Moves the selected part a) 1@ another location in the pictune, ¢rb) @ a
location in anothey picture. Invalidation of the target pictuwre is refused in the
"cheek mode", while validatien i enforced by database update in the
Yenforcing niode".

(3) COPY. Behaves similarly to the above. Naturally. the source pictilie remains
unaitered.



(Remark: there are four additional operations associated with status transitions
namely: WVALHWTE, FILL, SATURATE, EVALLATE, which alse aet on
subpictines. These, howaver, are not atfected by operation modes.)

Line oriented operations
These operations are combined with the preselection of a particular pictuie line.

(4) UNFOLD. This operation expeunds unshown associations i one step, The
sejected line is “wnfolded” resulting in a new level in the hierarchy. (This
operation always preserves the “illed” property. Operation modes do roét
make differences here.)

(6) NEW. Aduling a new pictuie line to a designated place in a Rierarchy. Qperation
meodes act consistently as definedl

Token orienied operations

These operations refer to individual objects contained i pictuie lives (.8 like a
“value, a "domain®, a "relation”, etc.).

(6) GIVE. To give a particular instance to the place lecated. Wiwn the place
referred t@ already contains an existing token, it is replaced by the Rew one
{througheut the whole Gallery, depending on the operation mode applied).
The new ebject inherits all the associations its predecessor Rad possessed.

(7) DROP. To abandon a previously occupied pilace in the pictiwe. Np checking
needed in the “check mode". When being in the Yenforcing mode", Roweaver,
the corresponding data is deleted, 106.

(8) CLEAR. Clears all data instances from a whale subpictire selected. A skeleton
remains (the corvesponding part of the scheme). When in the “enforcing
mode”, all data objects referred to are alse deleted.

Organization

Galeryansl Databise are the principal ebjects visible from outside. The database
object itself is accessibie as a whole only. In contrast to Galleries, there areé ne
direct operations associated with it, (Visiers are welcomed i Glalleries only.) Te
a given database, any number of Galleries can be assigned satisfying the common
demand to ensure persomalized views and taylored communication patterss with
respect te a common information base.



The Galleniobject. Wihenever a Gallery is opened, its organization is displayed. At
this legical level, pictwnes &s selfcontaiied objects are subjects te transactions:
creale piclwe, open/close piclne, deletefmaname pictilre, regualily pictuie,
move/copy pictiues. The target, in case of the last pair, can either be a) a region ln
the same Gallery, or by anothar Gallery.

4. A SIMBRLE EXANMPLE ,

consider an ultimately simple data model consisting of a set of Jfows and binary
cORReclioNs over them. AR atem is considered as a (fypw, value) pair, whik a
connection as a reBImelaiom, dtom) ¢onstruet, whele the parlicipaling atoms are
unerdered. Examples:

dfomi; document:: Declaratien of INdependeidce;
atoma: person: Thomas Jefferseny

c¢onnection: author (document ... peisen ..); 5

Relations are defined by factorizations of connections by participating types. (e.4.
Yauthor(documentperson)” is a relatien absve where the pair of types is considered
again & be unerdered). loxe detalls on identity and integrity constrainis can be
feund in [8].

Relations or eonnections will be represented by Rientationin a pictuie and will be
called ‘subcidinations. Netice that the same ¢oRnection can appear as a
subordination in any direction, 8.g.;

decument: Declaration of dependence
[auther] persom: Thonwws Jefferson

represent exactly the same database contenis as

person: Thomas Jeffersen
[author] decument. Declaration of Iidependence

Pictiras will then be detined as (ollows. A pietare s a MerareRy (forest) of M
wihere

line = [relname], type, demain;
domain= value | expression | empty;
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Reluion naites may appear i Rorroot lines only (and can alse be the empty string).
Expression designates a set of values (e.g. a regular axpression in the terminelogy
of UNIX), while emipty reprasents the universal quantifier in the same sense.

To understand all these properiy, remermber that pictunes are real multi-pulipose
objects. Entty foums, query specifications, the scheme itself, repoits, ete. are all
merely "pictuias” (that is, the same concet) in this philesophy.

5. EECHRRITBIESS

Creating an entry

The most elementary exercise is filing recotds. Qne of the pessible ways to do it
might be as {ollowss:

fali CR.BATE st Enipty Picture;
{(b) Enter a prototype record in FREE mode; +
{c) VALIDATE;

(Notice that by this step;
(1) The system leams the data scheme;
02 The actual datais stored too.)

(d) CLEAR; { A sieletonm renyeaiines noi im e pictues)i
(e) SAYVE it as an entry forni.

Live contexts

The open pictunes of the Exhibition (preferably as selfceontained windeows on the
screen) live paraliel. In principle, they ail are refteshed continuously. Theratore, we
may watch the consequences we cause (by operating on the active picture) from
several inverted contexts. The fellewing figure shows an example for such an
arrangemient.
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Tramsfer operations

Typically, pieces of information recorded in ad-hee situations might net be
struetured consistenty enough. For insiance, aiter a particular negotation, we may
record something which locks like the leftmest picture in the figure below. Latet,
we would hardly need it as a typical entry form with exactly the same patte.
Therefore, it is batter 10 recompese it into thiee separate {omns for futuie use, as
sIbOWih .

REW 161 (persan)
person
: ‘gingl f } company
| ateared original form _ eddiess
appointment -0l phone
person |
!l'b_c mpany n|
address .
l‘ ghon o | o REW form (company]
' director  * - l——  company
addressi (DEKEN address

phone ! phone
Lsuﬁile' e director
goa
data

Moving or copying parts of pictures are alse important in the oppesite direction, ie.
constructing eomplex pictuies by rewsing typical pieces {rom otheis. Think, for
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instance, of query progranuning. Specifications of complicated gueries are o be
stored nermally by well identified pictines. At a time, we may need to jein them in
an unusual way, Sueh queries can easily be contrucied by apprépuiate subpictuie
trans{ers.

Using available tokens

Nothing is more disappointing than failing to identify some axisting tokens by
mistyping them. Therefore, it is essential to provide a full service to choose
available tokens in all possible operational contexts.

Irlenuis {or *available tokens” based on the actual database contents are offered for
values, types, and relations equally. These menus are always custemized for the
actual situation they are called. (Le. using availabie tokens never invalidates a
picture.) (E.g. a simple use is having a field for some keywords belonging to a
relatively small but possibly changing set. Typically, We never want (@ rétype
(already used) keywords again.)

6. EXTENSIONS

Other data models

The idea of 'Data-pictwre’ relies on the unifommization of interaction patters
corresponding te all possible database subfunctions. Remember that within the
definition of 'Pictune’ we vaguely referred to 'associations’ which connect liems.
Since there was only one kind of association intiodiiced in our simple exaple data
meodel, everyihing was very straightforwardl. Maturally, the richer the data model is
semantically, the Rarder it is to find such a uriform representation. Data elements
within complex data medels can be interconnected in a number of different ways
(inheriance, membarship, instantiation, attribwte, argument, versiew, etc.).

We think, hewever, that this kind of ultimate uniformity, though elegant, is not the
most important point. If necessary, subversions of pictures covering differenmt
functionality may well be inttodiwed. Wihat is really important, is the live
management of surviving muliiple contexts as listed in the requirenents. These
reguirements are independent of data models.

Concerhing the range of data models o be applied in the sutlined framewark, we
conclunded the following:



a) The example model contained in section 4. together with slight enriclunents (e.g.
enriching the available cheice of kindls of relations) can well serve for office
applications (especially {or the RON-Progimsnmer ¢ omMmunity).

by Classical data models (like netwenk, relationaly might first of all be considered as
programmers paradigms. Such data models do not serve immadiately for end-user
access. Their user intentaces are normally established by programming methods
te sakisty specialized functions. Therefore, these modeis serve first of all for 'data
crumening' probiems rather than previding direct interaction.

¢y Finally an axeiting class called olysct onimnked didd modefs (see 8. {11}, (12},
[13]) can be mentioned. These models are apriory dedicated te sophisticated
users providing exceptionally rich and effective means t@ handle complex and
abstract infermation struetunies. Since the full comprehension is essential when
werking with such databases, a Gallery-like interactieén mechanisih seems (e be
an imperiant challenge te realize. We think that finding such a techmique might
constituie a possible Righ end within the research we are carrying out with
respect to database interaction. & aumber of open guestions ave hpmewt pesed
by SUch & approaci.

More advanced technical means

All the techiigues mentiened se far can be realized using only textual lines with
constant scaling. Sinee most personal computers go ne further in the matter, it was
imparriant to fix what the new appreach can reach at this level of technical tools.
There are, however, a Rumber of fulw'e possibilities. A few of them are as {ollows.

a) Continulous Zooming. Froviding a full structuwal view scaling down averything te
any appropriaie level (even unreadablel) with the capability of contindoues blow
up for any dasired point of information.

b) Real-lime magnifier. A magnifier of adjustable size and enlargement ratie wlﬂuﬂn
€an MoVe Acress a pictulre while blowing up details in a real-time way.

¢) Mowable unfelding. A temporal varsion of 'walold' wiilie dragging dows, Wrning
10 resident only when releasing the mouse.

d) Real-time inversion. Showing prespecified inverted contexts in a running fashion
while dragging down a mastar pietue,

Maturally, all these can be combined with graphic representations of legicai
interactions.
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Athstrac t

Development of Al techmoleogy has breught about several teeols that
willl soom chamge a sciemttist’s work. These teols not only help to
meet burdersome tasks but alse begim te influence the process of
scientifiic discovery. Specialized expert systoems willl be deshgned
whieh should represemt knowledge that is procured by the exponen-
tiallly inereasing amount of pubhlidhed scientifiic work amd which
should make inferemeces from this knowledge, thus generating new
hypotheses and offeriing interpretatiitons of giwvem researcih data.

An owtlime 6f possible interactiioms betweem experimental sciem-
tists and speciallly desigyed computer systeems is giwem. Desiderata
of scientifiic expert sysitcems (SES) are presemted amd am exammple of
recently developed SES is imtrodweed ..

The use of computer systcoms (m the process of research wiilll have
diverse consequences, both improvememts amd dangers. Some of these
consequences for university educatiom amd for the strwctwre of re-
searcim are sketched.

Finally, some philesephicall consideratioms with regard to limits
of intelliiggemt commpuier sysicams are presemted.

1. Thlee SEd¢eetibstt aamdl ks Coompteer ::
Optioms of possible support

In the course of research computers Hhave become irreplaceable
teols. The maim tasks an experimental scientist is confromted witih
willl be owtliiveedt im the present sectiiom of this repowrt. The focus
willk be centered om alresatly available amd om possible new ways of
support by adequate computer systeams.

There are 6 maim steps of work for am experimental researcher:

(1) Statiing the subject of investigatiiom

The primary paradiggm 6f expert systteams used im support of
scientific Iinvestigatiions is teo ecreate new hypotheses and to point
out Incomsistemt research data. A first step to develop such a de-
vice was made by SCHULTER, KNOCH & WNRULE (1988). This program
package was named "'Scciiemtiifiec Coresulltant™ (SC) amd it willl be
discwssed im Sectiom 2-

(2) Informatiom retticewall

The expomemtiall increase of publidhed scientifiic work calls
for specially desigyredt informatiom retricewall systems, the prere-
quisite of whieh are user-friemdlimess, effiicoy and direct access
to relevant informatiom. V.HAASE amd co-workers have reecenthy
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started a project on such a tool named "Smart Assistant for |In
(nation Retrieval™ <SAFIR).

(3) Reading and understanding the essential research results

Accumulation of theoretical and empirical knowledge shouldl
structured and organized by dynamic knowledge base systems
are continuously updated by several scientists working in similiai
fields. At present most data bases in use are privately organize
thus lacking the possibility of knowledge exchange. The process f
filtering out and wunderstanding the relevance of information:
be improved by computer programs carrying out so-called meta-a
lyses on the wvast amount of statistical data that usually emergy
from empirical research. Expert systems - such as SC - support thl
understanding of data by providing implications out of a pool dof
complex information.

(A) Planning and carrying out an experiment

Although it was recently pointed out by H.A.SIMON" that exps
systems will soon be able to plan even crucial experiments ma
work is yet to be done to achieve such a goal. And it may probabk
transgress the limits of Psychology or Sociology. Finding an
quete method of measurement for a variable of interest and
trolling as many other variables as possible are creative poH

cesses and —up to now - they cannot be replaced by inference froj
methodological postulations and other well-defined ©premises. T
problem of creativity will be elaborated in the last section.

Aspects of statistical analysis shall be omitted here as theyy

not in the centre of the present conference.

(5) Understanding new research results and writing publications
Experimental researchers find it often impossible to devedQ|
sufficient integrative understand ing of new results in the conte
of those already known from before and to interprete them from i
viewpoint of a given theory. However, comprehensive expert system
will be able to specify the contextual meaning of a particulaar
sull.
Today, the most usual way to write a scientific paper would
use one of the many word processors that are available on the
ket. In the future more specific software will offer interaci
text processing including text modules that can be accessed lik
guestionnaire. They will produce standardized and hence comp
research reports helping to build up huge and internati
accessible knowledge bases. This way of publication processig
however, should not replace but support methods used at presenit
The essential components of a program network that can meet
needs outlined above are ’knowledge representation” and ‘j
rence’. Each of these five steps implies one or both of the |
components and both of them determine the scope of computernat
scientific work, so a brief discussion of them should caomwgl
this first section.

In man, knowledge seems to be represented in mainly four waysg (
SYDOW, 1983):

1. Sensations
2. Concepts (and their relations)
3. Schemata (scripts, frames)
A. Rules
iper presented i 1N hay 8
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One of the probleams of storiing informatiom lies im the way know-
ledge must be represemt:d to guarantwee a maximwn 6f agsoeiatimhs
wiithim amnd betweem the differemt areas aimimg at the achievwement
of fast and effectiiwe acecess. lnterdisciplimary researcth by ecogni-
tiwe psychologists amd imfFormatiom scientists eould, yet, Relp to
cope with this probhem. Afmother facet is the blindmess of teoday’s
comjuders with regard to sensatimmall knowledge as it is eoen-
tinueusly acquired by Humans. This leads teo the so-callled "fragme
preblem”, i.e. the imppesitbiility of compuders te use common semse
know ledge sweh as Aumam braims do. Contemparary expert systegms are
not affecte=di by thhEs prohlem eeadisee theyy aree desigred for
strictlly defimed thaklss. The mofe gJodtadl thiee dedrasrdss (e.g. p lamming
a complex fhelldstudyudintiontothethe wayss iin whicdh maan tFy te get im
toweh with eaeh o@klken)thehe maiere Uur@eddnt thehe pEdiebem betaibaes.
Howeener, it wowld be a vaim attgampt to try te teach computers what
man cam alresady do. 1t wowld - om the contrary - be more Fruitfuwl
to compose networks of human and mechamical expertise whieh work
tegether im a systhiotic way amnd where eaech cam de what they de
best.

Mote tham with knowledge representatiiom, one is meeting difficul-
ties when it comes te understanding the seceomdi essentiall ecompo-
nent, i.e. inferemee. Todays knowledge of the human ability to
make inferemees is stilll limited. Simee the early sixties the
fieehds of theowrssm provimg by machines Ras beem widely explered
(RATZEK,1985; BIBEL,1982,1984). Although deductive reasoming i$
carriieed oeut fairly by ecomputers and research has moved te other
fiehds like mulldivahued legic (YAGER, 1985), Bayesiam statistiics
(KYBURG, 1987) or Ffuzzy legic «BANDLER & KOMOWT, 1985), many
problems remain. Qne of theam is the "fraame preblem", i.e. ques-
thiomming inferemee frodm a limited Aumber of premises witheut the
use of commoen semse knowledge, the latter beimy oene of the humam
teols to whieh the seientist may quite oftem have to take refuge
te. Amdther aspeect is the faet that the process of scientifiicc dis-
covery is net very oftem the produet of deductiom from weelll-de-
fiindbedd premises. There is mueh imductiwve as well as intuitiiwe
reasoming amd there are complex approaches by means of triall and
error strategies. Finally, emwmtional, moxtivatiemal amd personality
factors must be takem inte aececount. They lie exclusiwvely behind
human imferemees and they may have great signifitaarce for impova-
tiom amd ereativitty.. But agaim it must be statteedd that eompuders
sheuldd net be desigghed as bad imiitatioms of the human mind. The
advantage of computers lies im the fact that they are free of pre-
judice; they are unbiased and they are not very likely te get cen-
fused (BAUMGAHRT,1985). Nboreower, they have emough capacity te cope
with large amowunts 6f premises im a stradpgdnifddwward way. These ad-
vantages should be used extensiwely te supporft amd to commplete the
aptitiudies of the humam mind.

2. Scientific Expeft Systeyms:
Some desiderata amd am example

Perfeet seientifiic expert systeams (SES) should cooperate with the
scientist at eaelh of the fiwve steps of work mentiomed above. To
desigm sueh a systeam an epistesmelogy o6f scientific research wowld
be a helpful prerequiisite. 1t wowld, therefere, have teo answer the
fehlpowing gquestioms:
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(1) Which specific knowledge is needed ?

(8) How is the latter represemted ?

(3) What are justifiived strwectwres of inferemce fram thi
knaw ledge?

Sueh amn episteemollogy is net yet procurable. Howewer, a list
desireedi properdties of SES will be introcdbweed bellow. The first ¢
these properties cam be referredd to as “dynamiec design”. All r
guired knowledge must be updated contimweously amd thus became

backgrowndt of a dynpamie knowledge base. The secomd property cam
callleet ~“cooperative design”. Not only one simgle scientist
teaam, but many temms froom a mulltitwde of universities a
coumtries should work together buildiing a wide-ramginmg knowlkeld
base. The third property is “public acecessibilty’. As many sciid
tists as possible should be able te use SES. The next three pia
perties are concermed with the questiom of knowledge remeesetd
tiiamm.. Reprfesemtatiom must be standardized im order to

possible coomeratiwe desigm amd public accessiithility. At the s
time it must be domain—speecifie im order te minimize the loss ¢
informatiom caused by the homogenous way of representatiion. TE
sixth property cam be named “multiple area representation”..
memtiomed before, human knowledge is stored im four maim  ways
Successfull SES should at least imclude three of them: concepts ar
their relatiioms, schemata, 1i.e. groups of coherent or coihcitdli®
elements and rules. This leads to the seventihh property: effidcde
SES must imclude jJustified rules of inference, botim deductiwe af
inductive, teo exhaust the immpllicatioms of available knowledge.

Seme of these desiderata are, at least, partlly met by the expa
systeaim SC meerif iomedt 1im Sectiom 1 (SCHULTER, KNGCH & NRLLE, 1988
SC eomsists of three subsystoams which wiilll be shortlly descriibed.

The first, THESAURWUS, is am hierarchically structwred network
gcientifiic econcepts, logicallly connected to each other by the r
latiioms ’broadt term’, “nAarroow term’ amd “rellattesd term”

The secomd subsystttem, FRAMES, is a network of scientifiic comcep
each of whieh is surfrowndied by a froame of theoreticall amd empir
call informatiom concerminmg this particwlar concept. In the frame
centrall concept is connected te other concepts im variouws thewis
ticalh amd empiirical ways. Each of these connectedi concepts are
presemted im diffferemt SLOTS. AllL  infermatiom of one Slot
stirwetiuresd by storiirgg it im diffferemt FACETS (e.g. , g
LITERATURE of GENERAL-COMMAENT). The essentiall imformatiom is
presemted im a largely stamdardized syntax of a Facet calle
ASSERT 1ON-INFO. These stamdiardized formwlas are callled ’Assel
tions’. They coensist of a few variables connected te each other §
diffferemt functiomal phrases: VARL CAUWSES VARS / VARL EXPLAH
VARS / GROWPL SHOW HIGHER VARL THAN GROUPS / VARL 1S POSITI
CORRELATED MITH VARS8 etc. Each variable or growp defimes a cenw

whieh, om the one hand, creates a Frame and, omn the other hand,
a Slet im variows other Frames. Thus it was triie=li te design
trepresentatiiom struwctwre that is comparable te the overlapping &
associatiwe schemata im human memory.

The third subsysteem, EXPERT, is the inferemece systeem of SC.
consigsts of a number of rules that should generate new Assertood
hypotheses amd specwlatiioms on the basis of same or alll Asserttab
stofed im FRAMIES. There are four types of rules: 1) Formulatiil
rules, wthieh syntacticallly trarsfiaomm givem Assedtioms im order
make thhaem available to other rules (e.g. IF CVARI 1S POS CORRHE
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TED MWTH VARS] THEN CVAR2 1S POS CORRELATED MATH VARL1). 2) Dedue-
tive Rules, wthieh are subject te the laws of eclassical legie, but
they may produce virttwal new infermatiom (e.g. 1IF CVARI EXPLAINS
VAREI AND 1F CVARE EXPLAINS VAR33 THEN COVAR 1 EXPLAINS VAR31. 3)
Hypothetical-inguctive rules, which generate conclusioms the trwth
of whieh is net guarantueed, evem thowugh the premises were truwe.
These conclusioms are named ’'HypoxiHeses’ amd they are labeled by
the gquallificatiion ’proebatbly’ im order to show their limited vali-
dity (e.g. IF COVARlI 1S POS CORRELATED MWTH VARED AND 1F CVARE 1S
POS CORRELATED MTH WVAR3D THEN CVARlI 1S PROBABLY POS CORRELATED
MWITH  VAERBB). 4A) Speculative-inguctive rules, wthielh generate
eonclusioms that are deriwed froom premises imelwding one Hypothe-
sis. Agaim these conclusioms are of limited validity amd their
lable is the qualificatiiom ‘possibly’ (e.g. 1IF CVARLI 1S POS CORRE-
LATED WITH VARElI AND IF CVARE 1S PROBABLY POS CORRELATED MITH
VAR33 THEN CVARLI 1S POSSIBLY POS CORRELATED MWITH VARSS).

S§€C is a systeem shelll that cam be filllesd up with knowledge froom va-
riows areas and whieh is goimg te meet most of the desiderata ex-
plicatedt above. The problesm 6f a standiardized syntax that imelwdes
quarnttificatiiom for statistiicall data amnd the problem of beth exacet
and creatiwe rules, howewver, are not adaquately solwed yet.

3. Edwcatiomal amd Scientdifiec Consequences

Sciemttifiic expert systoams as discwsse=dl by new are noet predomi-
nantly user-orienitadl because they are primarilly used by the de-
signers themselves. 1f we do want te exploit the educatiomall po-
tential of expert syshtoame we must - seoner of later - trarsfOdmn
them inte intellliggemt tuterivg systhsems orf computier-based learmiitg
eaviromments (YAZDANI & LAMLER, 1985). And if we could manage to
make university stwdents famiiliar with specialiizze=i computer
gystteame there willl be a handful of positiwe consequences. MWith the
help of SES noviees could be imtrohueed te the conceptuall network
of a discipliime; they wowld becane acquainmted with brand-rew
research results;; they ecoeuld findd out about eonnectioms betweem
data they wowld otherwise have learmred and stored unrelatesd to
each other; they would get to khnow ways of evidentiall reaswming
apnd they could reerute Rhypotheses generatedd by the systeem as
tepies for a mosSter thesis or doctorall dissertatiivom. But there are
als® doubts as te extroomes of stwdying with a compuder. Deetailled
reading of papers or books ecould be substitwted by the mere stoeck-
piliing of abstracts amnd assertiioms; instead of follbowinrg complex
limes of argumentatiom stwdents ecould simply ask the systesm about
the probathiility of am assertiiom; havimg hypotheses generatedt could
be preferedtt to the pereceiwinrg of the natural envirorment; amd
gsevere logiecah inferemees could harm the spirit for imtuitiive amd
Ereatiwe reasominhg. By now, computers learm from beimg teld amd
humans learm froom expeéeriemee (YAZDANI & LAMIER, 1985) - maybe seom
compters willh atse learm froom experiemee, but humanse should net
cease te do that.

The consequences of secientifiic expert systooms for the commumiity of
seiemee and the researth process are diverse. Scienmtists willl get
riti of tiime-corsduming work like searching for |itefratuure oF
putting im order the infermatiom ome has collected. There will be
more time for the understanding of researeh data, and for the im-
ventiom of theowretical mogkels, as well as for the interpretatiion
of the newly acquiredt data. One ef the essentiall prerequisites
willl be te interest stwdents or other persoms to econtimweusly up-
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date the knowledge base of the expert system. Otherwise time wi
be wasted without much benefit for the creation of new ideas. ]
of the primary tasks will be to minimize the time that is requited
for the update of the knowledge base itself. On the other ha
only the updated system will guarantuee maximum efficacy.

The community of science may soon be faced with the problem of;
scientific Third World. At the moment only few nations like th
USA» Japan, France or England represent the First World, whercas
all other nations can be summed up in the Second World. But fg
economical and political reasons the First World and sevesad
nations of the Second World will be able to procure efficient e
pert systems, perhaps even by working together in fruitful ceep
eration, whereas the rest will soon become the Third World, ed
off from the flow of ~current information and inhibited by old
fashioned and slow methods of research. Dn the other hand, intsdf

national cooperation with consecutively increased productivity
well within the reach. But this leads to a problem for

research process itself which will be named "scientific _
tion’. The better the expert systems become the more publicatiaos
scientists will be able to produce. But these publications wi
mainly represent reviews or piecemeal research reports. This ne
host of publications will be fed back into the expert systes
again and the rate of inflation will rise more and more, i

causing a vicous circle. Therefore the aim must be to design e
pert systems that increase quality instead of mere quantity. Thus
SES should not be dedicated blindly to the generation of
hypotheses and topics, but they should be able to depict essentiaji
topics that are worthy of being investigated.

Limits of Artificial Intelligence:
Some Philosophical Considerations
As to the power of inference the limits of computers are of.

philosophical relevance, since they depend fully on the extent:
knowledge and the rules that researchers may accumulate. Exps

systems will soon be able to handle a multitude of data and th
will extract relevant implications and derive generalizations f
the latter. Although the outcome does not exceed the potential
the data and rules determined by the human mind it is justifialak

to use the term 'intelligent' for this process. But as to 4
question whether states of consciousness can be developed in
computer system or that consciousness is no more than a comm
sensical word for a special kind of biomechanical processes t
are quite similiar to those of future-generation computers
serious doubts must be raised. One essential point is that int
ligent Dbehaviour is only one component of the complexity of men
systems. Another crucial point is that it is possibly just amoni
the most basic prerequisites of such a system. Even in the @
complex way intelligent behaviour taught to computers is no m
than rule-following, determined by explicable premises. But wh

sort of rule do we follow when we fall in love with another par
or when we stop carrying out a task simply because we are no
the mood for it anymore ? And how should we program computers
stop solving a problem whenever it does not "feel"™ like continui

? Motivation, mood and emotion are essential components of c
tive behaviour. And creativity 1is as undetermined as, for exam]
emotions are: both are transcending the system’s prior program
(MORRIS & JOHNSON, 1985). This unpredictability in human thin

and acting can be illustrated by the following argument.
language implies to subject oneself to some standards of
sistency, thus defining a form of perception and communicatiom
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restrictiivrgy the freesloom of pereceptiom amd thimking (MORRIS &
JOHNSON, 1985). Compuulers always use some kimd of restriictiinwe
lamguage; however, if one does not presuppose that humam thimking
is simply a biehegicah process im a strictly defined bielegical
lamguage, some pafts of econscious experiemee must be regarded as
amorphous amd unrestricheed.. Sueh conscious states of, for exammple,
daydreamimg of imagimatiwve associatiivg are very oftem first ele-
mendis of a ereatiiwe idea. To leek at a problem net enly im the
traditiionhal amd obvieus way but, on the coentrary, teo trarsosrd
common fraames of perceptiom amd thought and te consecutiwely
ereate a new perspective sewns to be am exclusively human
potential.

Neerce el ess, informatiom scientists and cogmitiwe psychologists
sheuld cooperate im order te desigm systtoams that are as creatiiwe
as possible. The Psychology of probleem solwinmg amd creatiwvityy may
provide useful imsights inte the processes that are the basis of
human thimkimg. Examples of sueh strategies are those of NEBER
(1987) amdi PERKINS (1981). The fermer surveys 40 years off psyecheo—
legical research amd discusses the probheams 6f imstrwetiiom amd
preventiom im the fielld of probleem solwimg. PERKINS (1981) wirote a
wiltty beek eentaiming "talexs" abeut and reseafrechm inte human
ereativity.

As far as scientifiic researcth requires creatiwe, i.e. unrestrictosd
and indeterminate ways of thimking computers may only be co-
wokers of Aumam scientists-. But they should become the best co-
workers we ever have had.
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Albstract. The jpaper is concerned wiith an extension of L.G. Valiant’s approach to
learming Boolean functions for learning finite models. A general leai'nability theorem is
given based on Kolmogarox's algerithmic infarmation quantity. We describe a cooperative
learning wiith a special knowledge commuiication.

1. INTRODUCTION

The seminal work of L.G.Valiant (1984) inspired a series of papers treating
the computational aspects of learning Boolean functions. In this paper we extend
Valiiart’s theory from Boolean functions to a theoretical frameweork of learning finite
meodels of a first order language. In doing so, we arrive to a problem similar to that
of exttradting information firom a relational database. Then we can employ the
pertianmance evaluation techniques of relational databases based on Kolmogorov’s
algoriithmic information quantity. (A.Benczir (1987)(1988)) As a starting point,
consider the problem of learning Boolean functions. We can turn this into a problem
of learning finite models over a two-element universe as follows. Let f(pi,...,Pn)
be @ Boolean function and P(x4,...,X,) an arbitrary i#-place predicate symbol. We
assign to f the following first order formula

glaxwy= ] PLeiD..., %)
Bl0.13

where . i/ .
BOGH. -z, )= { M) iD=
“W@Qw-wiﬁ"ﬂ iff f(zl)'-')zn) =0
and Tstands for conjunction and ranges over all the 2™ sueh assignments. Suppese
mow that @ model M statisfies 3(xg),%{) ¢itxQad). Then, unless ¥ Is a constant
funetion, the universe U of M contalns twe different elements serving as “0” and
“T” in the case of the Boolean function f. The formulas ¢ records eompletely the
behaviour of P on these two elements.
This property of {itfypaxi) can be extended to the case when we have mere
than 2 variiables. These formulas will be called diagram formulas sinee they ceme
firom the methed of diagrams of medel theery.



The goal of learning a finite model M of a language L over a universe U is to
deduce a program that recognizes whether a formula .. ,X,,) of L with free
variables a;i,..., &, is existentially satisfiable in M or not. The diagram formula of
.U shows that it is possible in a finite amount of time: one possible way of learning M
is to recognize its diagram formula. To formalize the learning mashine we suppose,
that the model M is inside a black box and an ORACLE can answer questions which
are sentences from L. The learning machine derives diagram formulas statisfiable
inM .

To give a possibility to measure the work of the ORACLE, we can suppose
that the model M is represented in the black box as a relational database. Then
the performance evaluation model of relational databases introduced in Benczar
(1987), (1988) can be applied.

The main idea of the above papers is to measure the information quantity of
relational databases by Kolmogorov’s algorithmic information quantity. The same
measure can be used for diagram formulas and finite models as well. By the help
of this measure we can formalize the intuitively expectable theorem of learnability:
the lover bound of the algorithmic cost of learning finite models is proportional to
the algorithmic information quantity of the models.

A class of finite models is learnable in the sense of Valiant’s learnability if
tlicre exists a learning algorithm running in time polynomial in the arities of the
predicates to be learnt.

Finding learnable models is a central problem of the theory of learnable.
Complex models are practically not learnable, only simple submodels of them can be
olficiently learnt. These submodels can serve as a reference knowledge for subsequent,-
partial Icar ning procedure or in cooperative learning.

2. DIAGRAM FORMULAS

Let L be a first order language with predicate symbols Pj,..., and with-
out constant, function symbols and equality relation. {7 is a finite and unknown
universe to be learnt using the language L. The interpretation of L in U constitutes
a model M. The goal of the learning procedure is to construct an algorithm, that
can evaluate a sentence ” of L according to the interpretation of £in M.

A substep, or an intermediate goal in the learning process is to recognize a
diagram formula, satisfiable in M.

Definition 1
A diagram formula of the language L with the n variables xi,...,x,, is a
conjunction of atomic expre.ssion Pi{vi,... ,Vk-) for all possible assignment
of xi,..., x,, tot,..., Vki fori = 1,2,..., N, where Pi is either P- or -<Pj,

choosen arbitrarily in each cissignment. 0

We denote diagram formulas by A(xi,...,x,,) . The idea of introducing
diagram formulas is borrowed from the paper J.A.Makowsky and M.Y.Vardi (1986),
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where they used the method of diagrams see in Chang and Keisler (1977) and
McKinsey (1943) to prove characterization of relational dependencies.

A diagram formula A(xi,..., a,,) determines a unique interpretation of L over
the universe A’ of the symbols dg,......,a5, .. We dknatee thiss syymidodloc mometbd] Byy M-

In the opposite direction, for every finite model M there exists a (minimal)
diagram formula Ap, such that Maat is a homomorphic image of M. The method
of diagrams of model theory is based on the theorem, that a model M’ can be home-
morphically embedded into a model M iff the diagram formula of M" is satisfiable
in M.

This theorem says, that if a diagram formula A(aii, . .-, #;,) is found satisfiable
in M, then a fully determined submodel of M is learned, and we can observe n
distinguishable elements of U in the roles of xg, ..., z,.

3. LEARNING THEORY OF DIAGRAM FORMULAS

The straightforward and simplest way of learning a satisfiable diagram formula
A(xi,... ) in a model M is to systematically ask the ORACLE the satisfiabil-
ity of (atomic formulas with or without negation) for the combinations of the k
previously checked atomic sentences.

At the end of this process we get for an @rjflace predicate a k™ long sequence
of yes or no values. So we can associate a binary sequence to each predicate symbol
in A. Concatenating these sequences and adding a prefix encoding the number of
variables, p redicate names and the arities of the predicates, we assign a uniet
binary sequence to each diagram formula. This special code is the same as the
canorical form of the relational databases introduced in Bencziir (1987), (1988) and
we call it the canonical form of diagram formulas.

This canonical form is suitable the application of Kolmogorov’s algorithmic
information quantity. (See Kolmogorov (1965), Kolmogorov and Uspensky (1987).

Definition 2.:

Let X be an optimal partial recursive function®* mapping finite binary words
to finite binary words, such that for every partial recursive function K

ropn | Bs i+ G/

for every x, and the constant Ck depends only on K. The algorithmic infor-
mation quantity of a finite binary word x is

I{z) = mi

rellups V10

The Kolmogorov’s information quantity of a diagram formula A is the algo-
rithmic information quantity of its canonical form, and we denote it by I(A).

*sueh fuiiekioii exists aceording to a theorem of Kolmogerov




From the definition of I{%) it follows.

Theorem 1.

Let G be an algorithm recognizing a recursive class of finite models asking
the ORACLE T(A) times to recognize A, where A is the diagram formula
of the model to be recognized. Then there exiists a constant Cg such that

(&) €TA) + €.

This theorem neglects the algorithmic cost of the ORACLE investigating the
model, or what is the same we charge a unit cost for an oracle call. The class
of sentences that can be asked are described by the learning protocol. Different
learning protocols affect only the cost of a step in the learning process.

From Kolmogorov’s theorems for the estimation of I{x) (see Zvonkin and
Levin (1970) theorem 1.3) the following can be aesily proved:

Theorem 2:

Let D be arecursive set of diagram formulas generated by the partial recursive
function gfn,k) of two variables. Suppose, that At = {A : (3i){g(k,i) = A)}
is finite for k = 1,2,.... Then the majority of Dl cannot be learned faster
than 0 (logzlDfd). o

Corollary 1. Let the parameter n be an encoding of the following size pa-
raméteres of the models: k the cardinality of the universe U, N the number of the
predicates and 2fi,.. ., W are the arities of the predicates. So, if a set D of diagram-
formulas is learnable in time polynomial in the paraméteres, then [D,| < 2°(")
where P{n) is a polynomial of the parameters. Since the total number of the mod-

els of this size is 225 """, learnable classes must contain only very few elements. But

it is only a necessery condition, the elements of a learnable class must be simple as
well according to theorem 1. o

Theorem 2. and the corollary do not contradict to the existence of a poly-
nomial time algorithm in Valiant (1984) for recognizing disjunctive normal form
expressions. Indeed, Valiant’s algorithm runs in polynomial time in the degree of
the DNE. But the typic al degree of a DNF with n variables is near to #=A2”. This
estimation can be proved from Valiant’s algorithm and theorem 2.

4. COOPERATIVE LEARNING

The results of the previous chapter gives a stress to Valiant’s opinion in Valiant
(1984). “If the class of learnable concepts is as severaly limited as suggested by
our results then it would follow that the only way of teaching more complicated
concepts is to bui Id them up from such simple ones. Thus a good teacher would
have to identify, name and sequence these intermediate concepts in the manner of a
fuogrammer. The results of learnability theory would then indicate the maximum
granularity of the single concept s that can be acquired without programming.”
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In this part we show a step in this direction. Our proposal is to use during
the process of incomplete learning simple, learnable diagram formulas.

Finding a small submodel in a larger model might be simpler than learning
it as a model.

When a satisfiable diagram formula is learnt it can be used unambigously in
subsequent learning or communication. This is because every subset of the universe
of the model satisfying it shows a unique behaviour for each of the observers. New
observations can be related to diagram formulas so that some of the existentially
quantified variables are bound to diagram formulas too.

The roles of variables in diagram-formulas can be identified by theie index.
Another way to reference these roles in the use of a symbolic first order language
La, consisting of the predicate symbols used in A and the equality relation. The
interpretation of La is fixed over the universe X = {aj,...,a} of the variables
by the diagram formula. This means that an assignment to a predicate P is true
if the same atomic sentence is not negated in A. The language La can be used to
communicate knowledge about subsystems satisflging A. Two observers or learners
can exchange knowledge in a shorter form, or using La they can describe the roles
of some variables in a formula of L.

The goals of a learning process can be not only submodels but derived, simpler
models as well. We call a new #i-place predicate P, a derived predicate associated to
the formula ¥(y,...,jn) & b »if ¥is s+ ke are the free variables of 1 and for every
interpretation of L V(wi,. ..,y (@i, .., 0%,) = Pyliyi, 111,yr)) The definition of
diagram formulas can be easily extended for derived predicates in the following way:

-
Definition 3:

A Lk-variable diagram formula associated to ip is defined by

A""(a:,...,:r- = P P e Zin)s
1 k) K]I:_[gk (= z;,)
g'lE],i._..,;n

where 1;3 is either ip or -iip.n

A derived predicate Pj, is learnt in a model M of an izelement universe if we
have found an existentially satisfiable n-variable derived diagram formula A* that
is 3(aii,. ... , X ) (AV@Xi, . ..., X,)) is true in M. A derived model M’ of the model
M is given by a system of derived predicates P¥¥,ss., P**) The model M’ can be
investigated by the derived language L’ consisting of the derived predicate symbols.
The diagram formula of M in the language L has the form

AN(@ji,... @) A AW, ... ,an) ATSIA AW (x5, ., x,).

Using this notation we can describe a formal model of cooperative learning. Let Mj,
M2, M3 be derived models of a model M, given by the three systems of formulas
{0ii,...i0iIACY, (e, 1, ¥} and {ipdi,... ,sNj}- The derived languages are
L), Li and L3. Two observers A and D are learning models Afj and M, respectively.
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Beth of them knew the derivation formulas of their own model and that of the model
M3. Observer A uses the language Li and B wses Ly. They ean only eonvaunicate
existential sentences of L3 proved to be true in M3. The goal of the cooperative
learning of A and B is to learn separately model Mi and M3 and learn together
imodel M3. Knowledge of MB helps in learning model Mi and MR as well. Obvieusly,
the kind of models and the extent they could be learnt depends on the systems of
the derivation formulas. Quantitative analysis of the learning process is likely to be
based on the concepts and theory of Kolmogorew’s conditional infermation quantity.
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Abstract. The authors discuss possible methods
———————— displaying computer information for the
Blind. For many cases speech output is the most
efficient method for working by the Blind. The
Hungarian made Brailab talking computer family is
introduced in the paper. The Brailab is the school
computer of the Hungarian Society for the Blind and
the Hungarian Primary School for the Blind. On the
basis of our Hungarian experiences we developed a
German text-to-speech system and a first vafiant of
the German speaking Braillaih.

Keywords. Aid for the Blind, Speech Synthetizimg,
====w-———- Human Engineering, Educatiamn.

1. INTRODUCTION

The authors discusse possible methods displaying computer
information for the Blimd. The cheapest method is the speech
synthesizing.. For many cases speech output 1is the most
effective method for vioilidimng by the Blind. The Hungarian
made Brailab talking computer family 1is introduced. The
BrailLab is the school computer of the Hungarian Society for
the Blind and the Hungarian Primary School for the Blimnd.
There 1s more than two year practice of using these about
100 talking BASIC computers. On the bases of our Hungarian
experiences we developed a German text-to-speech system and
a first variant of the German speaking Brailalb.



2. DISPLAYING INFORMATION FOR THE BLIND

There are several microcomputer based aids which are availa-
ble for blind people; these are very useful for handicapped
programmers, lawyers, teachers, philologists and other spe-
cialists. The aids which support tactile iInterfaces gene-
rally fall ianmto one of two types.

The first +ttype i1s the optical to tactile converter.. With
this device a reading speed 90 to 100 wfords/min can be
achived. The advantage of this device is that any ink-
printed material is readable by the blind user.

The other kind of tactile imterface is Braille, The reading
speed is faster ((@bout 250 to 270 words/mim))..

Both types are more or 1ess internationzll, though the
Braille coding has some language specifics. Tactile aids are
very expensive..

A new and promising area of development for aids for the
visually bhandicapped is using computer synthesized voice
output. Only a text-to-speech based system can be taken in
consideratiom. The fFix vocecabulary system can be used only
very tightly.

3. SPEECH OUTPUT SYSTEMS DEVELOPEMENT

Text~to-speech systems are language specific. A Hungarian
speech system was not available on the market.. Research was
carried out In the field of formant analysis and synthesis
for the Huhgarian and German languages by the Linguistic
hnstitute of 1the Hungarian Academy of Sciences.(l) Q)
Finally a text-te-speech system was developed in the Central
Researeh Imstitute for Physies of the same Academy. On the
basis of these results a project was initialized to build a
talking microcomputer for the Blimd.

n the develepment ef the prejeck, many problems which could
enly have been reselved with semantie analysis were simpli-
fied with an iIntermediate Braille coding system.

An_ MEA-8000 fermant synthesiser was used in the project.
This 4s a very 1ew eest integrated eireuit capable of
predueing any language.  Initially the  ASClLI-to-speech
converter pregram was written iR maero asserbler language
for an dntel 8085 based microcompues. After that a ’'speech
parameters”’ editing system wos written using the high 1level
pregrammning language C. The speeeh parameters could be
loaged #nte the develepment mierocemputer iA the proper
fform, suitable for the text-to-speech convertr)r. This was a
partisulary helpful werking system whieh helped us te




develope the project more quickhy.

The German text-to-speech program was produced using the
Hungarian developement system.

A blind research worker took part in the developmenit. For
this reason an SDK-85 was completed with a fixed English
vocabulary using the Digitalker synthesizer. She could prog-
ram the MEA-8000 chip with the help of Digitalkeir.

4. THE BRAILAB TALKING COMPUTERS

A talking personal microcomputer was built using the text-
to-speech system. The goal of the project was to develop a
very low cost personal microcomputer for Hungarian blind
people. The Input/output system of the Z80 based
microcomputer was modified so that even the screen editing
system can be used by visually handicapped people. The
following talking programs can be used on the smaller
version of the BrailLab computer: the talking BASIC and the
talking Assembler with Disassembler and monitair. 48 Kbyte
free memory 1is available for programming. This smaller
version is usefull for teaching purpeses.

The advanced version of +talking personal microcomputer
developed for the Blind is called Brailab Plus. This machine
is supplied with a talking version of CP/M compatible
operating system. A talking text editor and a talking data
base system is ready to use. The BrailLab Plus is usefull for
vioikieng purposes. 1t is supplied with 386 Kbyte floppy
drive, 64 Kbyte RAM memory, 186 Kbyte built in RAM floppy.,
serial ®S232C) and parallel CENTRONICS ianterfaces. The
speech sinthetyzer is integrated into the computer. Both
versions are transportaiblie.

Only the Brailab Plus version has been developed for German
language because the German text-to-speech system 1is much
larger than the Hungarian one.

The Hungarian Academic of Sciences-Soros Foundation finances
the developement of a reading machine for +the Blimd. An
experimental version the Brailab already reads inkprinted
pages with the help of the character recognition system of
Computer Research Institute.



5. HUMAN ENGINEERING ASPECTS

An aid for the Blind must serve rehabilitation doals. It
means that blind people have to be able to work
imtglependently as far as possible. The productivity of their
work must be near to the sighted persons™ one.

Using a reasonable tempo of voice output, a user can achieve
about 320 to 350 words/min reading speed, which is faster
than using Braille. That is why the speech output can be
used more effectively in some cases than Braille. Although
the Brailab i1s able to sing, Braille music notations can be
read faster with tactile method of course.

Most of the people who 1ost their sight as an adult can read
Braille very slowly. Their integration into the society can
be resolved easier v/rth computer speech output..

The Brailab can be used rapidly because blind people do not
need to switch off-line for reading the screen of the
computer. During text editing, echoing functions are in
operation. At the end of each 1ine when Carriage Return is
pressed the computer reads out the whole line as connected
text. Numerals at this point are not read character-by-
character but as wholes (e.g- thirty-nine rather than thres,
nine). The echoing of characters, words and 1ines are
performed automatically during typing and editing:.

The computer is able to speak as soon as it is switched on.
All the messages and error messages besides appearing on the
sereen €an be heard by the Blimdli. The speed of the speech
can be ehanged from normal to double or half. The speech
output e€an be Interrupted very simply.

The BrallLabs bhave a video output connectair. A standard
moniter e€an be econnected for visualising the 24 1ines by 80
eoleunns fer sighted people. This is for helping on the
integration of the Blind. They can cowork with sighted
PErsSOnsS..

6. EXPERIENCES WITH BRAILABS

*n the Hungarian Seciety for the Blind several fundameatak
courses of computer technies were organised for beginess:.
Abeut 40 peeple finished these seurses. The Users™ Maaualk
fer Brailab has been published on ecassette tape and 1in
Braille print as well. (@

1R the Hungarian Primary Sechoel for the Blimd, puplils enjey
almest every subjest wfen they use BrailLab as an aid. One of
the spesial features of BrailLab is that it ean alse sing. Te
make the eemputer sing, +the user has to specify the correct
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rinytthm and the correct sequence of tome. The melodffy¥ has to
be given in relative sol-fa letters, accordind to Zoltan
Kodially'%s method.

7. CONCLUSIONS

There are two types of computer interface available for the
Blind. The first is a tactile type, and the other is based
on voice output. Tactile imterfaces are more or less inter-
mational, whereas the synthesized voice systems are language
specifiec. A Hungarian-speaking computer called BrailLab is
used widely in schools and the Hungarian Society for the
Blind. Some special human engineering problems were resolved
izm the Brailab computerr.

Voice synthesis is a very promising way of creating aids for
the Blind. Talking microcomputers are low cost devices which
can be used wiidely in education and in the work of visually
handicapped people. 1In the text processing field, such tal-
king systems can be used at least as well as their tactile
counterparts iIf the human engineering problems are resolved
properly.
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Abstract

Integration of geometric data into current aveiilable relational data base systems
has been of major research interest in the last few years. Various solutions to this pro-
blem have been presented including extensions at the fcont-end, designing application-
independent kernel systems and/or changes at the conceptued level.

In this approach we restrict ourselves to two-dimensional geometric data stored in a
standard file format (CGM). Within this environment we concentrate on the graphical
data trying to And a relational &ont-end formeilism for a simple graphical description.
This leads us to the picture query language VTC based on relational-calculus which
can be easily extended for handling of non-graphical data.

VIC is not primarily intended for user-interaction and could best be used as a
subsystem within a device- and application-independent graphics system. It can be
seen as a generalized pick-function supporting graphiced retrieval and maidpulation
operations. As basic components of a VIC predicate the set of graphical primitives
and their attributes - maybe hierarchiczdly nested and in combination with graphical
variables - can be used in a simple yet expressive way.

Keywords: non-standard databases, query languages, graphicrd databases,
CGM, non-procedurrd Icinguages, VIC



1 Introduction

1 Introduction

Search and replace functions in non-graphiccd applications like text editors and relational
data base systems sire standard operations since quite a long time. They have undergone
significant changes conceptually, in style eind functionality within this period starting with
very simple and limited features, e.g. a few special characters like dont cares and wild
cards, to end up with powerful and convenient leinguages or language fragments (regular
expressions, various query languages based on relational calculus or relational algebra).

However, in graphical systems the scope of a search function, ceiUed the pick-function,
is mostly limited to the current picture within the edit process. In recent time more
sophisticated graphical systems, médnly CAD applications, geographical information sy-
stems, chip design layout systems etc., have increased the functionality smd allow restricted
graphical retrieval over a large set of files or graphical libreiries. Although there are big
differences between them at the user interface (relational front-ends, mostly SQL compati-
ble [8,1,25], application specific forms, query by exeimple, etc.) the bulk of these so-called
nonkstandard data bese applications [13] uses the same approach: the graphical query sta-
tements are used as input for a treinsformation function which maps the geometric query
to the underlying conventional (non-graphical) relational data base system. Sometimes
this is a very crude process which does not yield best performance [12]. Therefore research
efforts try to overcome the shortcomings of the relational model with respect to graphics
and/or special applications. This is done by proposing extensions [20,22,9] or by designing
more general models [5,19].

In this paper we present a simple yet very powerful cind expressive picture description
language which can be used for efficient graphical retrieval and manipulation. It can be
seen as a generalized pick-function and is designed to work within a special environment.
So we first concentrate on the basic assumptions and constraints. Then we present the key
features of the query language VJC : the basic geometric data types, syntactic structure
eind semantics of VIC predicates eind the variable concept.

2 Basic Assumptions and Constraints

In the following we restrict ourselves to two dimensions and therefore we ol the objects,
we are interested in, pictures and not graphics deliberately. A picture is composed of
n geometric objects Oi, C2i *se>  which are stored in a standard file format. In the
display process they are interpreted sequentially. Hence we can speak of a time axis {
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2 Basic Assumptions and Constraints

(order of display) and of n independent layers of a picture.

O 02 On: On

—>order of display
There are two types of geometric objects:

* primitives; e.g. circle, rectangle, line, polygon etc. The set of available primitives
is defined by the graphics standard [15,16,17,18] used by the application.

* pictures; an object in a picture may be another picture within the database. We
call this a subpicture. A subpicture can be composed of subpictures itself.

This implies a structure of arbitrary complexity, however, recursion is not allowed. This
structure can be implemented by some sort of USES/USEDIN lists associated with every
picture. A typical example is a library including standardized pictorial units which are
used - together with primitives - to compose new pictures.

The basic graphics standard used in this paper is CGM - Computer Graphics Metafile
[17]. CGM became ISO standard in 1987 and provides a means for the exchange of
graphical information [14]. With its advent the computer graphics industry for the first
time has a versatile and application-independent standard for the capture, transfer and
archiving of multiple, device-independent picture definitions. An extension to it - CGEM
- will enable GKS-applications [15] to store pictures in CGM-format and is currently in
preparation [18].

The question, which layer of presentation the search and replace function process

should operate on, is of principal importance and has major influence for the resulting
query language. A picture can exist in various different formats:

level o; device independent format on background storage. Within the context of this
paper it is the CGM format (in CGM coding can be done in one of three equivalent
encodings: binairy encoding, character encoding, and cleartext encoding).

level i: intermediate formats within the graphics editor using internal data structures.
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3 The Query Language VTC

level n: device dependent level: e.g. a raster graphics display. The picture is defined as
an array of pixels with different colour and brightness.

In order to achieve general applicability and to avoid problems of portability it is absolutely
necessary to keep away from device and application dependencies. Therefore the proposed
query leinguage VTC operates on level 0 and is an object-oriented eind not a pixel-
oriented query language. Pixel-oriented languages, better known as image pI’OCESSiI’g
languages (IPL) [3] within the area of pattern matching, operate on layer n. EPL’s
brdld the main stream of research activity and many of them are currently in use in
various applications (medicine, mining, **) [2,23].

On the other hand there are only a few publications concerning object-oriented retrieval
languages [4]. The basic units of an object-oriented query language are the geometric
objects as well as geometric operators and functions which can be used to compose
or transform objects.

3 The Query Language VTC

3.1 General Overview

VTCis a non-procedural picture query language encouraging thorough optimizations [7]
by the system. Its synteix is keyword-oriented and very similar to (the quasi-standard)
SQL. It concentrates on ‘what’has to be found rather than *how’the information has to
be searched for. VTC can be used easily within an imperative host language. Therefore
we can identify two system parts:

« precompiler: Embedded VIC statements within a host language like PASCAL eire
trjinsformed by the precompiler into calls compatible to the runtime modtd VTX ..
Wi ithin predicates constants and variables can be used. A lot of time consuming work
cam be done during parsing (choice of data access path, optimizations, bindings, ...).
Furthermore, during execution it is possible to assign the results of VTC statements
to Vciriables.

« runtime system VTX: VTXis not a general interpreter. From a library
VTX routines are linked to the current application.

In VICthere aire two types of statements:

» declairative: declairative statements serve two piirposes: the specification of va-
riables and the definition of control parameters controlling the search process.

Examples: SET, DEFPIC, DEFMAC, DEFOBJ, ...
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3 The Query Language VTC

» executable: this type of statement immediately provides a result, e.g. the GET
statement searches for the picture(s) matching its predicate. Besides the GET sta-
tement there are some manipulation statements for update operations and some
‘cursor' statements for the usage within a host language (this corresponds to the
cursor-concept of conventional relational data base systems).

3.2 Structure of VIC Statements

Each retrieval statement traversing the underlying picture data base calculates a result
set of n matching pictures, n > 0. The geometric characteristics of the determined
pictures are defined by the predicate. A predicate is a boolean expression of arbitrary
complexity which has to evaluate 'true’ for a picture to be included into the result set.
A predicate is composed of tokens which are combined according to certain combination
rules (see table 1 for unary and binary operators). A token has the following structure;

( objid, [attributes] )

or:
( [objid], attributes )

The brackets [] denote optional existence, () are used as delimiters.

The first parameter objid is the object identifier and denotes one of three geometric
types, OBJ, MAC, and PIC, respectively:

* primitive: (type OBJ) the set of primitives is defined by the underlying graphics
standard, e.g.: CIR, REC, ARC, POL, LIN, ..

* macro: (type MAC) elements of a picture may be combined to define a part of the
picture: a macro. Essentially, every sequence of tokens defines a macro, i.e. the
identification of pictures is done by identification of macros.

* picture: (type PIC) each CGM file may hold n pictures, n > 1. A pictme with an
empty USES list is entirely made up of primitives, otherwise there are references to
subpictures. A picture with a non-empty USEDIN list is referenced as a subpicture
elsewhere.

Macro and picture are composite types and made up of primitives, macros, and/or pictures.
This means that through a macro or picture identifier a series of tokens is referenced
implicitly. The nesting of tokens can be done explicitly, too. Therefore the parameter
objid of a token can be an arbitrary series of tokens itself.
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3 The Query Language VIC

{ ...attributes...)

The evaluation rules for such complex tokens 2ire treated in detail in [24].

(.Bi){n,m} n 10 m occurrences of object E\, n <m and n,m E
INg. Instead of n and m the * may be used (see next
hnes).

(i71){2,*} at least two occurrences of El.

(ED{*,5} at most five occurrences of El.
axbitrary number of occurrences of object E\.

(®i)+ at least one occurence of El. {{EX)+ 0 (£2i){1,*} 0
(*1))

an3s exactly three occurrences of B (equivalent to:
("i){3.3})

{EMO negation: the object Ei must not be ein element
within the picture

(£,)? option: 0 or 1 occurrences of El; (eqmvedent to:

(I7i)13 complement: the number of occurrences Ol EX must

not be equal 3

<Ai) W existence of the objects EX and E2 (at least one oc-
currence each). The order of EX and E2 within the
picture (with regard to time axis '[) is of no impor-
tance.
sequence: sequential order (with regard to time eixis
t) oi EXand E2 ("CAND’ is equivzdent to ).

{EE2) alternative: inclusive or ('OR’ is equivalent to |).
{EX) XOR {E2) alternative: exclusive or
(W) grouping of tokens

Table 1: token operators

Prom a functioned viewpoint (an approach selected in [21]) the second parameter, at-
tributes, can be seen as an operator upon the object(s) designated by the object identifier
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3 The Query Language VTC

objid. However, we will take a more conventional view, treating them as additional condi-
tions that have to be fulfilled by the object(s). Those aspects which are of no importance
for the user can be omitted and are treated as don’t cares. Attributes may be categorized
within three classes:

» shape oriented: attributes defining line type, brushing, colom, interior style, ...
* position oriented: attributes defining the position of objects within the picture

* relational attributes: this type of attribute is particularly of interest for retrieval
purposes. Attributes of this class enable the user to define complex geometric rela-
tions between picture elements in a natural way (relative position of an object with
respect to other objects, an object hides (or is hidden by) other objects, an object
intersects other objects, ...)

A few examples may illustrate the features presented so far.
CGET ALL PICTURES WHERE (LIN, DERXY=(gi, j/i, ij, y2>5); ‘

In VIC it is possible to state the exact position of objects by specifying the definition
points. Above the postfix 5 establishes that pictures including lines, that have a:,t/-values
differing =5 units are still included into the result set. However, this way to define a
position will rather be the exceptional case because of being too detaiUed.

GET NAVES FROM PICTURES(L..10) WHERE
(CIR, AREA = REC(a;i,ifi,12,1>)) SORT ASC QN DATE

This token defines circles, that are fully cont™ined within the surroimding recteingle
(2, 41,2:2,22), i-e. the result of the above query statement are the ten oldest pictures
that have at least one circle in the specified area. It is possible to define more than one
surrounding area and combine them via set operators.

eg.. (LIN, ARBA < REC( *es ) QR REC( e ))

GET ALL PICTURES WHERE
(MAR, MTYPEO[3,1], MCOLOR = [*9] . MSIZE<5){* ,5}:

The above token defines polymarkers of special type (not equal to : or 3), special colour
(not colour 9) and special size (less than 5). The query finds all pictures containing at
most 5 of these special polymarkers.

CET ALL PICTURES WHERE
(OBJ, COLOR=red, INTERSECT((CIR, COLOR=blue)l1)){*,10};
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In the above token a relational attribute INTERSECT is used. It defines that at most ten
arbitrary red-coloured primitives (OBJ) that intersect exactly one blue circle have to be
found in a picture to be included into the result.

CET PICTURE(l) RESTRICT (, AREA-REC(ai,j/i,12,42) . COLOR=green);

Prom the first picture that fits the predicate oidy the elements stated in the predicate are
taken (all green elements that are fuly contained in the rectangular area). Instead of the
usual WHERE-clause the above RESTRICT-clause provides a projection mechanism.

GET ALL PICTURES WHERE (REC, NOINTERSECT((SPL,)+))+:

The resulting pictures contain at least one rectangle that does not intersect any spline (at
least one has to exist).

3.3 Variables in VIC

Until so far the presented picture selection capabilities of VTC correspond to the power of
regular expressions. The postfix of a token allows the user to define the number of picture
elements and relate them with binary operators and/or relational attributes. However,
to be able to specify really complex geometric dependencies between picture elements
we need an extension mechanism that goes beyond the presented concept of predicates
and tokens. For example the following query caimot be expressed by the VTC language
features presented imtil now:

Find all pictures with the following properties: above (in this context above stands for a larger
j/-value) a red rectangle contained in subpicture A there is a green circle, which has at most
twice the size of the red rectangle.

Such complex queries can only be resolved via the introduction of variables. VTC provides
two ways for the definition of variables:e

» explicitly: a unique variable name can be declared in a DEFPIC / DEFMAC /
DEFOBJ statement declaring a variable of type PIC, MAC, and OBJ, respectively.
The following lines show an example for the definition and use of PIC variables.

DEFPIC pid AS CGET ... ;

CET ... WHE (pid.);

The first statement defines a query and attaches the unique variable name pid to
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it. This declarative statement does not result in any search operation on the picture
data base. However, when it is encoimtered in the precompile phase, it is parsed and
prepared for execution (determination of the access paths, optimization, ...). The
execution of the predefined query is done in the successive GET statement, searching
for all pictures which include at least one reference to the n subpictmes pid defines.

Although a reference to the physical sequence of objects within a picture is of im-
portance only in a few situations this can be achieved in VTC via postpostfixes
(relative offset to the start of the picture) and *!" (relative offset to the start of a
picture within an object type or class of objects). This is used in the next example
using PIC variables in a more practical context.

Find a circuit, in which the first 5 MAIMDs, the first 10 FLIPFLOPs and the first 3 NORs
are positioned within the area (i, yi, *2)J/2)- If there are remaining NANDs they should
be in the right half-plane (*3,ys,*s,24)
DEFPIC nand AS CET eer ;
DEFPIC flipflop AS CET eee ;
DEFPIC nor AS GET eee ;
CGET ALL PICTURES WHERE
( (nand){l,5}! (flipflop,){l,10}
(nor){I1,3}! WHEFRE AREA=REC(a:i,yi,*2,y2)) AD
( (nand,)* WHERE AREAPLANE@:s,YS, *s,y4)};

A half-plane is specified by two points and lies to the right of that vector. The above
example utilizes the fact, that nested tokens are always maximized whereas tokens
on the outmost level are minimized. This can be seen in the following two lines:
CGET ALL PICTURES W-EE ((CIR,)+, FCOLOR=red);
CGET ALL PICTURES WHERE (CIR, FCOLOR=red)+;

The token in the first query statement specifies that all circles within a picture must
have colour red. Whereas the token in the second query statement says that there
has to be at least one red circle, i.e. circles in other colours are allowed.

» implicitly; within a predicate of one VTC statement the tokens are assigned ascen-
ding numbers within the current level of ’(') -parenthesis. On each level the numbe-
ring process starts again with number one. A

LOLIOL2, «oi)1( )2((( )3.LI( }312, #+9)31, *' )3

Essentially an implicit token identifier is the path ofthe corresponding tree structure.
Imphcit token identifiers are generated for each VTC statement again, so they can
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4 Summary

be seen as local variables within a statement.

Find all pictures which contain a red equilateral triangle and a brown rectangle. The
triangle is centered above the rectangle.

GET ALL PICTURES W-ERE
(REC, FCOLOR=brown, XMID=XMIDQ))l
(POL, #EDGES=3, REGULAR FCOLOR=red)l;

Find all pictures which contain a blue rectangle and a blue circle. The circle is centered
above the rectangle with distance k and its diameter is less equal the width of the
rectangle (character 'i").

GET ALL PICTURES WHRE

(REC, FCOLOR=blue, XMID=XMID(2))I

(CIR, FCOLOR=blue, YMINEYMAX()+k, XLEN<XLEN(1))1,

We conclude this section by presenting the solution of the query stated as a motivation
example at the beginning.

DEFPIC subpicA AS GET e WHERE ee- ;
CEAVAC redrec AS RESTRICT subpicA TO (REC, FCOLOR=red)l;
GET ALL PICTURES WHERE (subpicA,)!

(CIR, FCOLOR=green, WHERE YMIN>YMAX(redrec),

SIZE < 2*SIZE(redrec))l;

Due to space limitations a lot of details and further possibilities of VTC , e.g. manipulation
statements, embedding in host languages, etc. have been omitted. The interested reader
is referred to [24].

4 Summary

The presented object-oriented pictme query language VTC is a first step towards a genera-
lized pick-function. It has been designed with a special environment in mind, however, the
principal concept is open to extensions for other applications. VTC is a relatively simple
language based on only three basic geometric types and a well defined token/predicate
concept. Witliin this framework various attributes together with the concept of variables
establish the power of VTC . |
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"ORBIS PICTUS’™ AND
THE INTEGRATED
CAD/CAM SYSTEM

L. Cser, P. Tamas

Tecdmical Unlvei'sity of Budapest

Abstract: Thie application of colour
graphics in CAD/CAM mechanical
engineering systems is for visualization
(e. g0 representation of temperature and
strain stress-Tields etc.). The
presentation Is about a practical
application in wich selected technical
information of casting iIn the integrated
CAD/CAM systems i1s expressed by the
colour and layer techniques.

The product design process, that is the
finished component - casting - casting
pattern iIn the integrated CAD/CAM system
and the CMC machining of cast patterns
require non-traditional design methods.
The application of the described method
needs a new form of the cooperation
between design and CAPP.

Keywords: Casting pattern, CAD/CAM
Colours, Layer technics.

1 THE ENVIRONMENT OF COMPUTER-TECHNICS

The development of computer-technics created a new
situation on the fTield of CAD/CAM application.
The application of the new graphical means that is
the colour display, the colour hardcopy, shading
technique changed the way of usage on a number of
different Tields. These are e 0- the
visualization of FEM results, computer design
(-9 machine production) textil design etc.

The colour-technics applications mentioned above
have two essential advantages:
- It assures a better Ilucidity.
- There 1s a Tfigurative representation of the
objects.



2. PRE-FABRICATION IN CAD/CAM SYSTEMS

In the system-plan of the integrated. CAD/CAM
systems there is logically sequential unity of
constructional planning, technological
preparation, NC programming and CNC production if
the production starts from freeformed forged piece
or a sawed rod. When there is a more complicated
forming operation in pre-fabrication (e.qg- cold
flowing, die forging, -casting), the logical
sequence is broken, prefabricate forms,
technological procedures and tools have to be
designed that is the constructional planning modul
has to be used repeatedly. In such cases there is
a logical loop iIn the process.

Hereinafter we are going to present the case of
casting as one essential obstacle In the way of
CAD/CAM i1ntegration.

3. PROBLEMS OF THE PRODUCTION"OF CAST SPARE-PARTS

As well Known the steps of casting are as follows:

- First the assembly drawing of the ready spare-
part.

- Then making the plan of cast piece on, the basis
of the construction.

- Thirdly the planning and preparing of the
casting pattern usually from wood. The wooden
casting pattern forms the shape of the casting
in the moulding sand,

- For hollow castings so called 'cores” have to
be made. The ™"pattern™ of the cores is produced
like the casting pattern but in this case the
negative of cores has to be moulded.

- The sand forms made by the casting pattern give
the shape of casting

- Casting requires well-chosen casting technology.

There 1s a big contradiction between the highly
developed CAD/CAM production and the traditional
casting pattern production techniques.

This contradiction appears mainly in the following
fields:
- The bottle neck of product output is the
casting pattern factories.
- The eventual repeated using of casting patterns
causes heavy pattern storage costs.
- The pattern production takes purchase mainly on
the experiences and skills of specialists.
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The only way of lifting this contradiction is the
integration of the planning and production of
casting pattern as well as the documentation
storage must he solved 1iIn the complex CAD/CAM
system.

Troubles can be caused It the integrated CAD/CAM
system worKs on a shared intelligence net because
it means the common use of the CAD system or the
duplication of It

The fTirst solution infers that the CAD sub-system
runs on host computer with several i1ndependent
worK-stations, the latter requires a
constructional planning sub-system for the
worK-station planning the technology of the
prefabrication.

4. THE TASKS OF CAD/CAM IN CASTING

"Alnen speaKing about cast spare-parts technology
and construction are not separable from each
other. During planning one has to regard
- the function of the spare part,
-,the material of the casting,
- the casting technology,
workability,
strength,
constructional restrictions,
process of forming and pattern making,
avoiding of spoilage.

Because of diverging requirements the ”science" of
casting construction and pattern making belongs
even today to "arts".

The steps of planning casting patterns are the
following;

- making the assembly drawing,
making the geometry of casting,
planning the geometry of the pattern,
forming the cores and core marks,
choosing the adecfuate core boxes.

The basic elements of technological preparation
are the following:
- choosing the plain of split of the casting,
- determining the wupper and lower part of the
casting,
- Fform-modification according to casting
technology requirements.
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- working tolerances,

- determining cores and core marks,

- rounding off the not castable angles,

- determining the necessary moulding obliquities,
- mounting the casting patterns on sheets,

- regarding the cooling shrinkage,

- optimalizing the casting technology.

5. COLOUR-GRAPHICS STORAGE IN THE CAD/CAM CASTING
SYSTEM

As discussed above casting planning and the
elaboration of construction must be connected
process. In spite of this iIn practice the design
engineer and the casting specialist are two
different people working separately.

During a traditional design process the
construction and the casting pattern are formed by
several cross check talks between the design
engineer and the casting specialist.

In the iIntegrated CAD/CAM system one has to find
the way of information storage and flow that gives
the adequate i1nformation to the design engineer
about casting problems and to the casting
specialist about constructional modifications
without iInterfering with each other®"s work.

The method to store and convey information and
thereby create an i1terative connection between the
design engineer and casting specialist is the
usage of layers and colour-technics.

When casting patterns are being designed the steps
of casting pattern planning and technological
preparation come one after the other. In every
step drawings containing the geometric information
are put on a new layer and so modification can be
realized only on the given layer. By this
technique it is possible to separate or to compare
the different work steps and to move back to a
preceding step and by doing so insuring the
flexibility of the design process.

Standards for drawings containing casting pattern
geometry - departing from machine engineering
practice - prescribe colour descriptions of
information. On the drawing interferences of the

casting specialist are represented by various
col ours.
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Tne software integrated iIn the CAD/CAM system
planning casting technology maKes it possible to
use colours in a way that design information on
the layers give a standard pattern drawing when
the layers are put on one another. In a such a
way the design engineer is able to separate parts
from the who le and having necessary information to
mcike adequate documentation about casting pattern
production.

Figures 1-6. visualize the contents of layers of
such a planning system.

5. COLOURS AND STANDARDS

In the preceding century colours were used iIn
machine design for the i1dentification of various

material types. On figure 7,8 you can see the
originally coloured pages of a [locomotive design
guide from 1871. Later the development of

manifolding technique 1t became necessary to
identify with the help of different line types.
But by doing so the lucidity of description was
decreased.

The present graphical standards give the
possibility to colours to be applied as
Information transmitters. The GKS (IS0 7942)
defines only line types, proposals for
registration of graphical items handed In to 1SO
deal also mainly  with line types and
hatchststyles. PHIGS includes a lot of
possibilities for design engineering to get more
efficient. So the usage of colours in information
transmission can probably be introduced and "orbis
pictus™ marches i1nto the world of product model Is
too.
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Fig. 7. A drawing of a locomotive
design guide from 1871
(coloured)
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Fig. O A drawing of a locomotive design guide
from 1871 (coloured)
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EDEN - A GENERAL-PURPOSE GRAPHICS
EDITOR ENVIRONMENT

W .D. Fellner, F. Kappe

I1G, Institutes for Information Processing Graz,
Graz University of Technology and
Austrian Computer Society (OCG)

Abstract

Systems allowing the creation and manipulation of graphical information (so-called
Graphic Editors) have become essentid in various fields of applications (e.g. CAD,
CAl, DTP, Vtx). At the same time the typical user of such a system hais changed.
Not computer experts, but designers, secretaries, technicians, teachers etc. are todays
typical users of computer graphics, mostly on microcomputers. Obviously it would be
desirable to have a common concept of graphics editing covering many applications.

EDEN (short for EDitor ENvironment) is a generic concept of object-oriented
graphics editing: Many different application-specific graphic editors can be created
using EDEN as their common nucleus. EDEN supports the objects and attributes
defined by CGM/CGI, but in addition mechanisms are provided to extend the set of
supported objects for a given application.

This paper illustrates the beisic features and the extension mechanisms of EDEN-
based editors and presents some edready existing EDEN-based applications (for CAD,
CAl and Vtx).

Keywords: Computer Graphics, Graphics Editors, CGM, CGI, EDEN
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1 Motivation

1 Motivation

The recent breakthrough of the microcomputer has also influenced the fleld of compu-
ter graphics. While in the past the processing of graphical information was limited to
dedicated machines with expensive graphics hardware (such as plotters, digitizers etc.),
the competitive marketplace of today forces microcomputers to provide powerful graphics
facilities.

This was made possible by the avciilability of high resolution, multi-color raster displays
at a reasonable price. On the input side the mouse made its way to the standard graphics
input device of todays micros. And because of the increasing computational power of the
microcomputer itself (16/32-bit processors, coprocessors, megabytes of memory...) more
graphics applications are possible on smaller machines (think of Computer Aided Design
(CAD) or Desk Top Pubhshing (DTP)).

At the same time the typical user of such a system has changed. Not computer experts,
but designers, secretaries, technicians, teachers etc. eire todays typical users of computer
graphics. This leads to an increasing demand on software as well, especiedly on prograoms
allowing the creation and manipulation of graphical information by the user - so called
Graphics Editors.

These editors can be used for various applications, but a set of common features shared
by weU-designed graphics editors can be defined. Prom both the users and the software
developers point of view it is desirable to have a common concept of graphics editing
covering many apphcations.

EDEN (short for EDitor P/iVvironment) is a generic concept of object-oriented in-
teractive graphics editing: Meiny different applications can be created using EDEN as
their common nucleus (Figure 1).

2 Basic Features of EDEN

EDEN itself consists of a set of routines that handle:

» Communication with the user (menus, mouse, keyboard...)
* Driving the graphics hardware (display objects, windows...)

*W\e will not deal with pixel-oriented progrars (paint prograns) here, although EDEN can also perform
as a paint program by providing additional operations on the objects Cell Array and Pixel Array.
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2 Basic Features of EDEN

» Access to internal data structures (insert, delete, pick object...)
* Interface to the operating system (select, read, write file...)
* frequently used functions (segment treinsformations, rubberbanding, zooming...)

Obviously these functions are (in part) machine dependent.

These basic concepts implemented in the EDEN nucleus Hre incorporated into any
EDEN-based graphics editor. The key features of such an editor are described below. In
short, these are the features that we think a state-of-the-art and user-friendly graphics
editor should offer.

Figure 1: EDEN as a common nucleus for various applications

2.1 The Segment Concept

The creation of high-quality images is a time consuming job, even with sophisticated
editing tools. Therefore the user will try to save some time by reusing complex sub-images
in other images, if he is encouraged to do so by a system offering adequate functionality.

We will refer to these sub-images as Segments. Segments are kept in a kind of data-
base by the system and may be used in arbitrciry images by the user. In addition, 2D
transformations may be applied to segments, thus increasing their flexibility. Segments
may edso be nested (segments containing segments).

For an image containing segments only the references and the transformation parame-
ters are stored. Any modification of the segment —segments are edited just like ordinary
images —will therefore residt in a modification of eill images referring to that segment.
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2 Basic Features of EDEN

Segments usueiUy are created by picking some objects out of an existing image. The ob-
jects forming the segment ceinnot be accessed individually after this operation (the reverse
operation - split segment - must be used to obtain the individual objects again). Only 2D
transformations (any 3x3 matrix representing a homogeneous coordinate tremsformation)
can be applied to the segment as a whole.

Segments have turned out to be one of the most powerfuls tool for image creation.

2.2 User Interface

A good user interface is essential for acceptance of the system by the user. It is not easy
to define what a ’good’ user interface is; however, there may be defined several features
that a modem, interactive program should support:

* Menus:
The user shoidd not be forced to memorize commands necessary to work with the
system. Instead the functions should be offered as menus. The structure of the
menus, called menu tree, shotdd have the following features:

—Small depth (means more width). The user has to provide less input and more
functions are offered simultaneously.

—Logical structure. Similar functions shoidd reside in the same menu, this makes
functions easier to find.

— Uniqueness offunctions. It is confusing to reach the same functions via different
paths in the menu tree. Therefore this situation should be avoided (only one
way to get to a specific function).

— Clarity offunction description. This is a diflScult goal to achieve, because there
is only a limited amout of screen space available to describe the corresponding
function. Usually one (eventuedly abbreviated) word must be enough. One
solution is the use of /cons instead of words, but this should be used with ceire.
A different solution is the avzdlabilty of a context-sensitive help function that
provides the user with a more detailed description of the functions of the selec-
ted menu.

—/To redundant menus. It is annoyingto get an’Are you sure (Y/N)?’ prompt
after every selection of a delete operation. Instead of having to confirm the
selected operations it is more comfortable to have a global Undo fvmction.
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2 Basic Features of EDEN

® Graphical Input:
Graphical objects should be entered and manipulated by means of a graphical input
device such as a mouse or a digitizing tablet. The user should not have to edit
coordinates as text using the keyboard. The selection of menus using a graphical
input device is already a generally accepted practice. The keyboard should be used
only entering text constants (such as filenames) only.

* Graphical Output:
The quality of the display is importeint for acceptance of the system. In this context
quality does not only stand for the hardware characteristics (resolution, colors, re-
fresh rate), but - even more important - for the user-support during mamipulating
the image on-screen.

—Rubberbanding is a technique that helps the user to define an object. The term
is derived from the way a line should be entered: after the first point is fixed,
a line is drawn permanently from the fixed point to the (moveable) cursor,
like a rubber band of which one end can be p\illed over the screen (Figure
2a). The concept can be extended to edl graphical objects; rubberbanding
is extremely useful when manipulating axes (Figure 2b), axe chords, arc pies
or splines (Figure 2c), where it is non-trivial for the user to tell the exact
appearance of the object from its definition points.

Figure 2 : Rubberbanding line (a), airc (s), and B-spline (c).



2 Basic Features of EDEN

— Display speed is not a precondition for rubberbanding only. Sometimes it is
necessary to redraw the whole image (e. g. after deletion of an object). Ob-
viously this should happen as fast as possible. Therefore most of the display
algorithms should be implemented in heurdware.

__—Zooming, Point snapping, Gridding: These techniques free the user from coun-
ting pixels on the screen. Zooming lets you view and manipulate a magnified
portion of the image. Gridding superimposes a rectangular grid (of variable
size in x- and y-directions) on the image. Point snapping is similar, but instead
of displaying a grid the screen positions, where the cursor Gin be located, are
restricted to grid points. Both techniques facilitate editing of regular structures.

* Undo function:
Humans change their mind or make mistakes. A system with high human interaction
must be expected to provide a comfortable means of error correction. The number
of actions necesseiry to correct a mistcike should not be much more than to make the
mistake. The easiest way to achieve this gocil (for the user, not for the programmer)
is a global Undo function that lets you take back any keypress (or mouse button
press) and resmnes at the situation previous to that keypress.

» Configuration:
Different users may have different requirements. The system should allow the confi-
guration of system parameters by the user.

e Help function:
Most users prefer playing around with the program rather than reading manuals
before using it. In order to prevent him from a frustrating experience an interactive,
context-sensitive help function shotdd provide the user with the information he needs.
This electronic manual provides faster and better access to specific information than
the printed one, making the latter obsolete.

Additional features such as Action macros (lets you group together a series of operations
for later reuse), an Automatic recovery after system failme, creation of backups etc. can
be thought of. EDEN supports all of the features listed above.

2.3 Graphics Standards

EDEN is not designed to support the editing of pictures in a single graphics standard.
Existing standards for videotex images, CAl (Computer Aided Instruction) lessons, CAD
Amd DTP applications are too different to support them all in the EDEN nucleus.

But EDEN adopts the basic concepts of existing and accepted standards such as GKS
(1), CGM ([s]) and CGI([7]). Meiny of these concepts Me found in the videotex image
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encoding staindards CEPT ([I]), ECMA ([3]), and other standards. EDEN supports the
following concepts of GKS, CGM and CGiI:

» The primitives, GDPs and their attributes.

» The attribute handling (Bundles, ASFs).

» The segment concept.

* The workstation transformation.

3 Creating EDEN-based Applications

TI"e main design goal of EDEN was not to support everything that might be necessary
for some application, but to allow extensions of EDEN to do so. When creating ameditor
for a specific application, it may be necessMy to extend the set of supported objects, to
supply routines for manipulation of these objects and to provide an interface to existing
software and graphics steindards for that application. The necessary extension mechanisms
are described below.

3.1 Extending the set of supported objects

EDEN provides three different, expandable sets of objects (Table 1 ):e

Object type: Atom Compound Segment
Created by: Programmer  Programmer/ Super-User User
Definition: C program Program * Interactive
Machine dependent: Yes No No
Stored in: EDEN module User modtole Picture file
Added at: Link time Run time Reference
Examples: Ellipse, Arrow, Logo,
Animation Bathtub, Phone,
Sound Nandgate House

Table 1 : How new objects cein be added at different levels.

“The deftnition language for compound objects is currently C, but the possibility of defining
them in an object-oriented language (G(—F or specially defined) will be further investigated.

» Atoms are the basic objects all other objects consist of. There are some built-in
atoms (Polymarker, Polyline, Text, Fill Area, Cell Array and generalized drawing
primitives (GDPs) like Circle, Arc, Arc Chord, Arc Pie, Rectangle eind B-Spline)
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3 Creating EDEN-based Applications

and additioneil application specific atoms. The routines to display and manipulate
atoms are organized as a linked list. Only those objects that cannot efficiently be
displayed by combining existing atoms should be defined as new atoms to keep this
list short.

» Segments need no programming at aU. The may be defined by the user. Local seg-
ments (are accessable only in the picture where they are defined) and global segments
(may be referenced by any picture) may be created.

» Compound objects can be displayed using atoms but need more functionality
than segments. The necessary programming may be done by the programmer of the
application or by an experienced user (Super-User). The definitions of the compound
objects for an application are machine independent and may therefore be added to
the system at rimtime.

a) Arrow

X : defined

O : computed

Figure 3: Examples of compound objects

Some examples me shown in figure 3. The mrow needs to have 3 points computed
from 2 other given points and can be displayed using line and fill area. The bathtub
can only be defined in available sizes. In addition, the display routine might check
that the long side is beneath a wall. A price might also be associated with this
compound object to compute the value of the installations in a room. In case of the
NAND-gate, the size is constant eind only 4 orientations are allowed. The display
routine could also perform some application dependent checks.
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3.2 Interfacing the World

Obviously pictures and segments generated by EDEN-based applications have to be stored
somehow. Usually there exists an application-specific file format for this purpose, but use
of that format may have disadvantages (for instance, the hierarchical segment structure
might be lost, the encoding/decoding is slowetc.). Besides, an application-independent file
format is desirable to interchange pictures across applications. Therefore EDEN supports
both (see Figure 4): An apphcation-independent file format called Picture Interchange
Coding (PIC) and the encoder/decoder concept to provide an interface to application-
dependent file formats.

application-
T specific
object conversion

rv
application-
PIC independent
-file format
Z
Decoder <} application-
specific
C> Encoder -£> encoding

Figure 4: The World Interface

3.2.1. Picture Interchange Coding (PIC)

A file format for encoding pictures can be designed with a number of different objectives:

i) Compactness: The encoding provides a highly compact file, suitable for systems
with restricted storage capacity or transfer bandwidth (Example: CGM character
encoding ([8] part 2), CEPT videotex standards ([1],[3])).



3 Creating EDEN-based Applications

i1) Processing Speed: The encoding uses binziry data formats similar to the represen-

tation used within the computer in order to minimize processing overhead in rea-
ding/writing the data file (Example: CGM binary encoding ([7] part 3), PIC).

Iii) Human Readability: The representation of the data is easy to read, type and edit

iv)

using a stcindard text editor (Example: CGM Clear text encoding ([7] part 4)).

Extensibility: The encoding allows future growth in a natural way. The coded file
should be sharable by a number of applications - even if they do not all understand
everything that is in the file (Example: PIC, TIFF ([4])).

The key feature of PIC-Fues is that they may be generated by different applications
that support different atoms and compotmd objects. This implies that an application has
to ignore 21U data not related to the internal list of supported objects. All information
stored in a PIC-File is contained inside so-caUed blocks:

(block) ::= (ID) (length) (data) [O]

The ID is a 4-character (a 32-bit longword) token that identifies the type of the block.
The length of the following data in bytes is also encoded with 32-bit. The meaning of the
data following depends on the type of the block (the ID). In particular, it may contain
other blocks, thus introducing a hierarchical file structure. An optional zero byte is used
to align blocks on word boundaries.

This block-oriented file structure has the following advantages:

The ID is a mnemonic name for the type of the block. When adding new blocks
name clashes have to be avoided. The length of the ID (4 characters) is a compromise
between ease of adding new IDs and processing speed.

The PIC-Reader may easily skip over blocks with unknown IDs by using the length-
of-data information. It is also possible to seem the file at high speed without inter-
preting the data.

The data field is fuUy transpairent (einy sequence of bytes may be stored here).

The smallest unit of processing is a byte. Blocks are word-aligned, increasing the
processing speed on most modern processors.

Blocks can be nested. For insteince, pictures may contain segments, the segments
are composed of atoms. In addition, so-ceiUed Environment blocks may be used to

define common properties of following blocks on the seime level (PASCAL-like scope
rules).
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3.2.2 Code Converters

The images created by an EDEN-based graphics editor will usually have to be processed
by some other application, get printed (plotted) or stored somewhere (e.g. a network) in
a standardized code. On the other hand, one might want to edit the output of some other
application with the EDEN-based editor.

Because these applications cannot be expected to understand PIC-Files, the images
have to be converted to (or from) a different picture description format. These code
converters can be divided into 3 groups (see figure 4):

1. Decoders convert pictures in some application-specific format to standard PIC-Files.
If any features of the input are not supported by EDEN, they have to be mapped
to something similar or new EDEN objects have to be added by the mechanisms
described in section 3.1.

2. Encoders convert PIC-Files to some application-specific representation. Encoders
can also be used to get a hardcopy of a picture by generating appropriate printer
codes.

3. Object converters convert PIC-Files to PIC-Files, but replace some EDEN objects
by different ones. This might be necessary to process pictures created by different
EDEN-based applications (e.g. by splitting compound objects of the ’source appli-
cation’ to atoms of the *teirget application’).

A code generator is a stand-alone program converting data from standard input to stan-
dard output. An Encoder, for example, is used by EDEN by piping the PIC output to the
encoder rather than to a file. The output of the code converter may be piped elsewhere
(e.g to another code converter, a file, a printer or - in the case of an object converter -
back to the EDEN PIC-input (figure 4)). Code converters may also be seen as translators
from one (picture description) language to another - a compiler - and can be written using
compiler generation utilities such as LEX and YACC.

4 Existing EDEN-based Applications

4.1 Generic Videotex Editor

The first prototype for EDEN-based graphics editors was an editor for creating videotex
frames [9]. This editor rtms on PC-AT compatibles with a special graphics controller and a
special videotex board under MS-DOS. The editor allows editing of CEPT-CO alphamosaic
text not covered by the EDEN nucleus and related objects. This editor also uses a number
of code converters:
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* A decoder for interpreting alpha-geometric videotex frames (both standards are sup-
ported). Because of the coding structure of the two standards the data may be
processed by one decoder.

» Two encoders generating videotex encoding acording to the above standards plus an
encoder that produces printer codes for a kyocera laser printer. These printer codes
may be used with documents”.

* An object converter for converting alphageometric objects to alphamosaic objects
(DRC:s).

More encoder/decoder pairs may be added to support more videotex standards or printers.

4.2 CAI Editor

An editor for creating CAl lessons was also modelled using the EDEN nucleus [5]. Basi-
cally, this editor introduced the following extensions:

 Special atoms had to be defined for the support of animation, sound and answer
judging.

» The editor contains additional functions to organize and maintain a lesson (a lesson
is a set of single frames).

* In order to check the interaction of frames a lesson executor is also contained.

» Encoder/Decoder pairs are needed to support different courseware formats.

4.3 CAD Editor

Another editor built on top of the EDEN nucleus was a special CAD-application in the
area of energy and communication networks.

Besides porting the system to another hardware (Apollo workstations) and to a multi-
tasking environment the main extensions were;
» The interface to a relational data-base holding all geometrical information.

» The interface to several processes performing various computations on the generated
drawings (redimdancy checks, application specific computations,...)

» The support of additional input devices (scaimer, video camera, special graphic
tablets) and output devices like special plotters.

~As you might have guessed, this paper was prepared using and EDEN (for the figures).
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Abstract

Existing systems for manipulating geographical data, s.a. maps, plans,
contoiu: lines, satellite-pictures, air-pictoes, etc. have often separate
modules for geometrical data and thematical data. Some systerms
handle thematical data with relational databases, but graphics only
project by project with normal file-handling. This method causes a lot
of disadvantages.

Our system INFOCAM is a common project between the Swiss
company Kern, the Institute for image processing and graphics, and
our institute. INFOCAM is totaly based on the relational database
ORACLE V 5, so geometrical and thematical data are both stored in
one and the same database. And therefore we do not have any file-
handling to manipulate data.

In this paper we describe the architecture of the INFOCAM-System,
and the concept of the database with the most important tables and
their relations.

1 INTRODUCTION

11 General

163-1/0.

The most existing systems for manipulating geographical data, s.a. maps, plans, contour lines,
satellite-pictmes, air-pictures, etc. often have two differnt ways to manipulate geometrical and
thematical data. Some systems handle thematical data with relational databases, but graphics are

stored with normal file handling project by project. This method causes a lot of disadvantages.



In the geometrical part of the system you cannot merge parts of existing different projects to one
new project (e.g. you cannot merge the housing-estate from project one with planned streets of
project two). A second disadvantage often is the very loose connection of geometrical and
thematical data. Many systems only allowthe manipulation of a whole thematic, but not of a part
of it (e.g. it is not easy to show all streets wider than 12 yards and build with concrete). A third
disadvantage: You have no direct relational access to geometrical data (e.g. highlighting aJ areas
with more than four edges).

Our system INFOCAM is a common project between the Swiss company Kern, the Institute for
image processing and graphics, and our institute. INFOCAM is totaly based on the relational
database system ORACLE V 5, that means geometrical and thematical data are both stored in
one and the same database. And therefore we do not have any file-handling to manipulate data.

12. Advantages and disadvantages of relational databases

Why do we use a relational database to store the data? Other systerms often use databases only
for thematical data, but not for geometrical information. We have decided to hold the whole
information in the database (there exits no file for storing data) because then you automaticaly
have following advantages:

sheetfree working

same dataarea for all projects (the database), and therefore no problems with

combining new projects from older ones

at any time consistent data

no file management neccesary

multiuser capability is totaly managed by the database

users and their access rights are also managed by the database

easy Way to export and import data, and to exchange data with other systems and

databases

relational access also on geometrical data

a direct connection between geometrical and thematical data, which means, that you

can query information by combining thematical questions with geometrical questions

hardware independancy for datastorage, because ORACLE is available for nearly all

types of hardware

it is easy to use the data in other programs via the ORACLE programming tools

distributed systems are directly supported via ORACLE



The disadvantages of using relational databases are:
first of all, you have to buy a relational database, and so the customer has to pay a little
bit more for this system
on the other side, it is a new concept for the developers; there are no general knowra
datastructiures for storing geometrical or graphical and thematical data; it is a great
work to test and develope new datastructures, with no guarantee that it will ever work;

2. COMPONENTS OF THE SYSTEM

The whole system consists of about 9 great modules, of which | will discribe only the important
Ones.

The main module is called IMAGE, which is used for interactive graphical work. Here the
inputs, updates and deletes are done. A submodule to IMAGE is INCOME, a module for
manual digitalizing of maps etc.

An other importemt module is called IMPRESS, to create interactive maps and plans.

ATOS is used to manipulate contour lines or triangulations.

All these modules (and some others not described in this paper) are based on the module
INFOCAM/ORACLE, which stores all the data - geometrical and thematical - manages the
data-transfer, data-exchange between the modules, the user controll, access control, backup
control and a lot of other management functions.

3. COMPONENTS OF THE DATABASE-PART

The part INFOCAM/ORACLE is - as you can see above - a very large and complex module. So
we have decided to divide it into three submodules called DB-MANGAGER, DB-INFO and
DB-USER.

3.1 DB-Manager

This part is the main control program, which manages the users, their accessrights, the projects
stored in the system or backuped on tape, initialises new thematical tables, etc.



3. DB-Info

This module is used for fast querying the database to get an overview over the stored data, or to
make a fastplot of any geometrical information. It is also possible to retrieve only textinformation
with or without corresponding geometrical information. You can also query by graphical input,
e.g. you can use the mouse to point on an imknown object, which then is described.

Generally DB-Info is used to retrieve information and data, but not to manipulate any
information permanently.

33. DB-User

This is the main part of the whole system. With this module all the manipulations, inputs, and
deletes are handled. This module has no own interface to the user; it is only an internal module,
which manages the data to the manipulating modules such as IMAGE, INCOME, etc.

As the whole system is a multiuser system, this module also handles the access control and the
temporary access restrictions, if one user wants to manipulate the data used by an other user at
the same time.

4. BASE CONCEPT OF THE DATABASE WITH THE IMPORTANT TABLES

It is not possible to discribe all used tables and concepts in this short paper. But we will explain
the most important tables for storing the geographical information, and some aspects of storing
the thematical data.

The most important elements you have to manage are: points, edges, symbols, lines, regions and
objects.

Points and edges are the graphical elements, symbols, lines, regions and objects are logical
elements, e.g. a street is a line which consists of several edges. Also a region consists of one or
more edges. An object is a set of symbols, lines, regions and other objects. This definition allows
also a hierarchy of objects with no logical restrictions.

Each element from point to object has an identifier called id’, which is a unique key over the
whole database. This ’id” is the connection between the geometrical (symbol, line, region, etc.)
and the thematical data (e.g. trigonometric information for a point, area of a region, meaning of a
symbol, and rmy user defined information, e.g. water quality for a line which represents a river).



In the following we describe (in a shorted form) the main tables for the geometrie. (There are
many other tables, or tables with more attributes than described here.)

4.1. Point-Table

Table POINT:

ID Identifier (20 digits, with 10 digits for an approx, x-coordinate and 10 for an

approx, y-coérdinate)

X X-Coordinate for the point

Y Y-Coordinate for the point

Z Z-Coordinate for the point

NET_ID Id of an area in which the point lies

P_FLAG Information about the type of a point

etc.

42. EDGE-Table

Table EDGE:

ID Identifier

STARTPID Id of the startpoint

END P_ID Id of the endpoint

BULK XY Coordinates of the startpoint, the points between start- and
endpoint and the endpoint (iimer points of an edge are not stored
separetly in the point table)

POINT_NUM Number of points in the bulk

NETJD same meaning as point net id

etc.

43. THEM OF EDGE-Table
Table THEM_OF EDGE

ELE ID ID of an element (e.g. symbol, line, region, etc.)
EID ID of an edge

ORIENT Orientation of this edge

efc.



44. TH ATTR-Table

Table TH ATTR

ID Identifier

LAYER e.g. name of specific theamtic
ATTRI first description of this object
ATTR2 nearer description of this object
XWMIN minimum boimding rectangle of this object
XWMAX

YWMIN

YWMAX

etc.

4.5. Examples

An example of drawing a street may be the following:

Highway A2 as the name of the street would be stored in TH ATTR.LAYER. A description of
this highway is TH_ATTRATTR1 and TH_ATTRATTR2. The maximum area Iis
TH_ATTRXWMIN to TH_ ATTR.YWMAX. With th ID of TH_ATTR.ID you have to go in
the table THEM_OF EDGE.ELE _ID to get the id’s of all edges for this object Highway A2 in
THEM_OF_EDGE.E_ID. With this THEM OF EDGE.E ID you have to go to the edge-table
(EDGE.ID) and with the information in EDGE.BULK and EDGE.POINT NUM it is possible
to draw the wanted object.

A SQL query statement to retrieve this information would have the follomng form:

SELECT e.point_num, e.bulk

FROM edge e, them of edge t, th attra
WHERE alayer = Highway A2’

AND tele id = aid

AND e.id = te id;

To retrieve the pointinformation of all points of this special street, follonming query would be
necessary (let us assume that there is a table point_info with the wanted information of a point):
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SELECT p.infol, p.infoz, ...

FROM point_info p, edge e, them of edge't, th_attr a
WHERE alayer = Highway A2’

AND teleid = aid

AND eid =telid

AND (p.id =-estart p id

OR pid  =-eend p_id);

It is no place and no time in this paper to describe further tables for e.g. user-control, more
thematical tables (such as POINT INFO), or multiuser techniques. Its is also no place to
describe the indexes and clusters used by the ORACLE database to have a fast access to the
data.

But we will only give a short statement above the time consuming of the above SQL-statements:

It is (much) faster to retrieve datafrom ORACLE with a query of the above type, than to read the
same prepared datafrom afile under VIMS on a Micro-VAX.

5. WHY DOWE USE ORACLE?

First of all, we have choosen ORACLE as our favorite, because it is a great and well known
company in the field of database systens.

Second, the ORACLE database is a strict relational database with standard SQL-interface. Also
the availability on nearly all hardware- and computersystems is very important for a portable
system. So you can change the hardware or use a greater machine without problems.

It was also very important for our project to have several programming interfaces to nearly aJ
commonly used programming languages. A special advantage of ORACLE are the Precompilers,
S0 you can use the known SQL-statements without change in a Fortran or Ada program. This
feature speeds up the programming of database using procedures dramatically.

s . CONCLUSION AND AN OUTLOOK TO FURTHER DEVELOPMENTS

W plan in the nearer future the use of a Vax-cluster, with a distributed database, divided into
local and global data. Local data is hold in the workstation, global data is stored in a greater



central machine. For the user this concept makes no difference to the old one, because the
database manages (unvisible for the user) the datatransfer and storageplace.

It is also planed to use this software package on a heterogen net, e.g. the IMAGE-programs on a
Vax-GPX and the database e.g. on a UNIX-machine.
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ABSTRACT. Wk introduce in this paper a new PC-soft-
ware namely PIGALLE (electronic Picture & text GALLEry), that in-
tegrates large volume, free-format textual and medium resolution true
colour pictorial information into a complex database for later intelli-
gent retrieval. Employing effective database-handling and image-com-
pression algorithms, PIGALLE offers the user a large amount, valuable
and well-structured information. PIGALLE can handle numerous input
peripheriais, e.g.xameras, scanners, ultrasonic scanners, and output pe-
ripherials, e.g..WWORM, plotters, displays and so on. Due to these rich
information sources, elegant displaying environments, and the high ca-
pacity archivation media, PIGALLE may serve a wide range of appli-
cations in medicine, education, culture and industry.

KEYWORDS. Database management. Image Compression.

1. INTRODUCTION

In recent years the appearance of "fast™ PC's and some new personal computer
peripheriais makes it po.ssible to develop revolutionally new systems which were pre-
viously available only on mainframes or at least on minicomputers. Two types of pe-
ripheniais are interesting for us, the frame grabbers and the optical discs. The frame
graer is a plug-in module of a PC, which enables the user to capture an image,
nore precisely a frame generated by a standard video equipment such that camera,
video tape recorder or angiotron. Then the image Is to be sampled, digitized, pro-
cessed and stored. In this way real images become attainable by personal computers.
(n the other hand, the high capacity optical discs makes it possible to store and man-
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age effectively the large amount of data generated by a frame grabber. On the base
of that hardware elements new database management philosophy and database man
agement systems have been developed. e are to draw attention to some problem of
this topic, and to outline our solution which has found shape in a real database man
agement system. PIGALLE In the second chapter we give details the problem of
Image capturing and compression in order to be able to store a lot of good quality
pictures. In the third chapter the structure of the mixed database and the knowledge
base will be outlined, and at last in the fourth chapter the natural applications will
be listed.

2. ABOUT IMAGE CAPTURING AND COMPRESSION

Images can carry a lot more information than textual explanation. Taking a quick
glance at a picture may often tell the observer more than reading through pages of
written description. The trade-off is the relatively long time and enormous disc space
consumed for electronic processing and storing of images. A frame grabber usually
converts the monochrom analog video frame into a 512x512x8 bit digital data. The
true colour video frame is converted into a 512x512x24 bit digital data. Bven if a
high capacity storage media could be used for storage it desirable to compress im
ages in light of the following standpoints:

- the g:osdt of storage, which is in direct ratio to the size of data should be mi-
nimized,

- the time necessary to display the image has to be subjectively acceptable.

- the quality of the decompressed images is expected to satisfy the demand
of possible applications,

- the hardware requirements of displaying the image le as cheap as possible.

The redundancy contained in the natural images offers the possibility of compress-
ion. Numerous compression algorithms are knovm, but only a few satisfy the require-
ments listed above. We have chosen two base algorithm, one for camera images ad
one for scarmed images. The first is a block-code which converts constant length blocks
of the picture into constant length blocks of the code, independently the actual value
of the image. Consequently the rate of the code which is the ratio of the size of the
coded data and the original image is constant. The trade-off of this coding method is
the image distortion, the advantage is the good compression ratio and the very simple
decoding algorithm. The second ore is a variable length code, which associates vari-
able length codewords to variable length blocks of the scanned image. OF course, the
rate of this code varies in a wide range, depending on the images being encoded. The
advantage of this method is that the image can ke decoded without any distortion,
the trade-off is the relatively complicated and slow decoding algorithm, and the vari-
able rate which may cause buffering problens. In extreme case the compression may

result increased data. In the following we explain in detail the characteristics of theese
algorithrrs.

12 -
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21 TRUE COLOUR AND MONOCHROM IMAGE COMPRESSION

The Storage capacity needed to archive 512x512x24 bit digital true colour image
without compression would be 768 KBytes, and 256 KBytes for monochrom image.
PIGALLE compresses theese datas to 66 KBytes and 32 KBytes respectively, which
means 1221 and 8:1 compression ratics. During information retrieval the coded data
mey be decoded and the restored picture will be of slightly lower quality, thet is hard
ly noticeable visually. The coding algorithms consist of two steps. The first one is a
version of the so-called block truncating coding { BTC ) algorithm, which can be con-
sidered as a moment-preserving, local quantizer. This means that the picture is divided
into blocks, each of whose pixels are individually quantized to two levels such that
the block sample mean and variance are preserved. In the second step the gray levels
for monochrom images and the colours for true colour images are quantized in the
following way: Wk illustrate the method for true colour images. The three dimen-
sional colour values appearing in the locally quantized image are considered as points
in the three dimensional Euclidean space. Then the space is splitted into disjoint cells,
and a representative element is chosen for every cell. All the colour values contained
in the same cell are encoding into the representative element of this cell. More pre-
cisely, the two colours of a block are encoded by the indicies of the representative
colours of cells containing theese colour values. We have sketched roughly the cod-
ing method which consisits of numerous "little algorithims™, but deeper explanation is
not possible here. The interested reader can find much more details about theese al-
gorithirs in the literature (see ref. [1-4]).

As an option, PIGALLE has two encoding functions.The first one combines the
two steps sketched above, the second one uses only the first algorithm The first func-
tion is more economical, as the information requires less space to store, and the de-
compressed image can be displayed via a single frame grabber, as it contains only
256 different colours. However, this also means a significant loss of color informe:
tion which is visually noticeable in most cases. The second, not combined method re-
sults in a code file 15 bigger than the first one, and three frame grablers must be
installed in order to display the decompressed picture. The loss of information in this
case is less significant, most times it is visually unnoticeable.

2.2. COMPRESSION OF SCANNED, BINARY IMAGES

Two level, scanned images can be input via a 200 or 300 dpi scanner. The stor-
age requienment depends on the actual resolution. PIGALLE applies the CCITT T.6
standard coding/decoding method. The compression ratio varies between 1:2 and 1:30,
without any loss of informetion. The actual ratio is dependent on the original image.

3. DATABASE MANAGEMENT IN PIGALLE

The primary goal is to make the data accessible to a particular textual and con-
nected pictorial information from a large volume database regarding WORM's and
CD ROMEs large storage capacity and their special physical features. Hrst of all it
needs a structured database including documents -article texts, pictures, encyclopedic
entries ...etc,- dictionaries, indexes. On the other hand we need a filing system for
handling these information both on magnetic and on optical storage media optimally.
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3.1. FILING SYSTEM

There are two essential standpoints for an optimal filing system in such applica-
tions;

- Because of textual data entries the length of an index key can be varying bet-
ween wide range.

- The applicable indexing techniques depend on both the needs of changes ad
on the storage media. While in dynamic databases, tree structures, such as B-
trees have been used as indices because of their ability to handle growth, in
relatively static databases hashing has been used for fast access. Because every
picture entry even if it has been compressed increase the size of database in
much more degree than other connected information, therefore picture file
resides on optical media during database building, make possibility of rmore
disks pictorial database, and all other data reside on winchester. PIGALLE use
a B+ -tree indexing technique, handling variable length records and index
keys. User can define the order of characters for indexing, matching it to any
national character sets and alphaloet.-r-

3.2. DATA STRUCTURES
The database of PIGALLE is made up of three logical units:

- Text base (documents.articles);
- Picture base:

- Knowledge base which defines dictionaries, the relations between them, and
controls access to the actual contents:

Dictionaries:

- Title dictionary: Each picture and text element hes a unique title
which identify directly all entry in textbase and in
picture  base. The simplest form of retrieval is
browsing  through this dictionary or its subset
matching a mesk.

- Descriptor dictionary: Descriptors are all of "inortant™ words, expressions
which a document can be identify with. They carry
the  most important information for logical data re-
trieval.  Unlike the titles, the descriptors, however,
are more than simply a collection of words and ex-
pressions, the logical structure of the database can
be define by them

- Synonym dictionary:  Synonyms of all existing descriptors can be defined
in this dictionary, and these .synonyns will equally
e included in the search for the original de.scrip-
tor - or vice versa. An existing database can thus
have  multiple query structures by providing sy-
NONYITs.
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Deita retrieval uses tie connections between detabase entries. This paitly fineans
dliect conmected elements o a docuntent (artiale/picture) such as its title, conmected
other title, its descriptors, alstract. On the other iand it nmeans logical conmections
between tihese elements (descriptors) recorded in kanowledlge base. Descriptors can be
avanged in rmany logical graf structures sinmilarly to *Tiinesaurs™ techniques. Any of
themn ey be narked as group descriptor. Group dlescriptors, as their nane suiggests,
iefer to other descriptors, which nmay be group descriptors themmselves as belonging
o orne logical group. This result in a logical structure of groups and subgroups of
descriptors, which serves muliiple puirjposes:

- To meet the needs of special user applications, the logical structure of the
database can be defined before entering the actual deta (article/picture). This
speed up data entry mmake possibility of autonmatic descriptor selecting  and
imdlexing as the text is appended o the daiabase.

~ The structured access 10 the descriptors eases deta refrieval as well, as it  of-
fers all query options tefaied to a given subject when selecting the  concrete
search creteria. This is especially useful in educational  applications, or when
tetrieval is based on bread, general points of view.

- The structure of the descriptors can be modiified, reorgamized at the tinne  of
data entry as well as in a separaie rmaimienance phase. This way the sane  dla-
tabase can reveal various internal logical relations.

3.3. DATA RETHRIEWAL

Two immportant questions must be amswered before refrieving informmetion from
such dlatabases.Firts, are you retrieving text data or docunments? Retrieving docunments
is generally less precise then direct daia retrieval, and there’s o telling if youll find
the right answer o specific questions such as *What is the second largest river in
South Arerica?”. From this viewpoint PIGALLE hes a docunment retrieving system.
The second quiestion o be considered, "Will the retrieval software be geared toward
lavsiing or searching for documents?”, Searching is most often wsed because hat-
messes the power of daia’s efectronic mature. You can search for various word combi-
netions and, with a properly indexed cleiabese, the software will quickly find the
decurvents that contaln them Then, you can peruse those portions of docunments that
are likely to contain infornmetion relevant to your search. Briowsing, on the other hand,
allows you to enter the detabase at any point and view docunments on the screen.
Searching noves from *what” {0 *where” (a8 in what particular word combination is
located where in the databese.) Browsing finoves from "winere” to “what" (28 you browse
in a particular location in the daiabase, you want to see what infornmetion is found
tiere [7].) PIGALLE offers both boolean search (you can search for descriptor A AND
desoripior B, or for descriptor A OR descriptor B or its combinations) Where also any
logical desoriptor-tree structures can be used for building wp searching mesk, and
browse function in the title list, either in selected parts by searching, or i entire {itle
diictionary (see ref. [5-7)).
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4. AAHRILCANTIONN AFRENSS

Atl%sltlywe list sonme of the application areas where PIGALLE can be wsed suc-
cessfully:

-  Meintaining procuct-catalogues, visually keeping track of spare-parts, do-
cummentation in tragiing, manufacturing or cesign corparnies.

- Hling and combinining X-ray or ultrasonic inages with adcitional irformne
tion in order to support nedical diagnosis or sinply 0 build wp client his-
tory.

- Cireating educational materials, where the pictorial informetion is combined
with textual explanation.

- Fﬂﬂl@giﬂg. docurenting, archiving precious objects in museunrs, gal-
eries...etc.
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Abstract. This paper discusses why the
analysis of our limits in knowledge

representation and world comprehension is so
important in our electronic information age
and why the very ancient basic problems of
philosophy are returning at a new level. The
problems are divided into three related areas:
uncertainty, logic and language, which all
direct toward the complexity Iissue. The logic
theme 1is discussed iIn more detail. Last, some
approaches are indicated.

NEW RELEVANCE OF OLD PHILOSOPHICAL PROBLEMS

Ancient Greek philosophers reolized the difference between the
real world, our perception of that and the way how people can
express this, communicate the perception of reality. The same
basic problems returned at any revolutionary achievement of
discovering new facts, relations of nature and at each revolution
of communication technology. Science is the history of science
itself, this was the idea of Goethe and the New Paradigm concept
coined by Kuhn on the turns of scientific methods relates to
these revolutionary variations on the same theme.

Computer and communication age provided a radical new and
necessary look at this triplet of world and knowledge
representations. We represent our perception on reality iIn a
machine program which reacts to our reality in a real time mode
or at any rate in a more and more uncontrollable way. This
uncontrollability Ulies in the exorbitant complexity of reality
and exorbitant complexity of the progroms themselves much beyond
human comprehension. Emergency management of nuclear power
plants, other large scale highly dangerous processes, monitoring
of respiratory and other vital functions during a critical
operation, dangerous maneuvers 1in aviation, decision processes in
highly complex economic and social systems are and will be more
ond more supported, automatically controlled by knowledge-bosed
systems. This means that the investigation of all possible
relations of vreality and representations was never before as
crucial as now. We encounter this problem as our professional

To oppear also in Proceedings of the 6th I1EEE International
Workshop on Languages for Automation.
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responsibility in a period when the scientific and software
market is full with overstatements of possibilities and the

public opinion generally underestimates its relevance for the
near future.

Using the idea of Teilhard de Chardin that the animal knows it
but does not know that it knows, we can add that it does not know
what it does not know. As human verbalization of experience
started, the early beliefs, origins of religions did just that:
extrapolated all unknown knowledge to totems, spirits, Gods etc.
Writing enforced a much more consistent mapping of knowledge,

conceptualization, relational connections - after a long progress
came a rapid flourishing, this was the acme of the ancient Greek
philosophy. The cognition was used within a small circle of

erudited people and mostly for purposes which were not in direct
contact with the practical life. Printing distributed knowledge
among broad, physically less related communities. Simultaneously
achievements of natural sciences in a practical framework of
scientific methodologies, metasciences promised an unlimited
possibility of comprehending and mastering everything. The realm
of unknown was visibly shifted towards the horizons of unlimited
infinity, the Age of Reason supposed to enable mankind mastering

the Totality. This overlook of a historical trend is of course a
terribly superficial sketch and a one-sided interpretation of
contradictory, fluctuating and long processes. It is used here as

a hint, indicating the intrinsic relations of representation
methods and human thinking.

Progress of this century’s natural sciences, mathematics in
parallel with their enormous results have indicated several
limits of knowledge, bounds of the comprehension of human mind,
faced with the complexity of nature. We shall not get into
details of this subject but more into the other side, how the
representation of knowledge is limited by representation methods
used by our computers. This is our new and practically very
relevant relation to our knowledge about our knowledge. A clear
confrontation with these facts provides a research program,
direction of extending representation methods, circumvention of
difficulties. This attitude is just the opposite of the primitive
man frightened by the realm of unknown: it is a conscious and
dignified position to contrast with the neoprimitive
irrationalism and its counter-part, the arrogant simplistic
rationalism. All  these evolved to primary importance as these
representations intruded into any of the human activities.

UNCERTAINTY AS A BASIS OF OUR UNCERTAINTY

The problem area can be treated in three interrelated topics:

uncertainty, logic and language. Uncertainty can be taken as the
first one because it mostly refer to the sensory, experimental
input data. The development of human thinking on uncertainty is

the subject of other occasions, we mention only a few conserns.

It 1is not by chance that the concepts on uncertainty had a very
slow development, from Aristotle who described a posslblllstlic



modality, through Occam who was thinking about natural
propensities, to the great philosophers, natural scientists of
the Enlightenment and to Kolmogorov who gave a classical
framework for probability but felt also the need of further
refinements in his last papers. Statistics, probability, all
direct to infinity in the number of events and based on their
original models first only to a definite number of possibilities

in an eternal unchanged world. As this is not the real case,
abstractions are mostly weak models of the events, the role of
human beliefs, subjective classifications, hypotheses should be
included into these theoretically pure concepts. Even the
validity of any certain implication of past experience is
questioned for the future, this was also a topic from ancient

Greece to the paradox of Nelson Goodman nowadays.

In the light of the criticism regarding interpretations of
uncertainty and conclusions drawn from not definitely related but
somehow corresponding events, we can understand the unsolved
quarrel among tenants of the orthodox disciplines in statistics
and probability, the neologs as the Shafer-Dempster theory
supporters or the heretics as advocates of the fuzzy concept. It
is worth to mention that the first notion of the modern idea of
minimax consequences developed by Wald and Neumann with some
empathicol interpretation can be traced back to Theophrastos, a

pupil of Aristotle: "Conclusion follows the weaker part.”
Our problem 1is similar but much more acute: we put unreliable
data about vague events in our computers, translate human verbal

estimations, beliefs into uncertain qualitative gradings and try
to apply consequence algorithms for the unification of these
vague events on the basis of these uncertain data to predict
future consequences, we Fface a hardly or totally not perspicuous
complex because of all these and finally draw brute force binary
decisions over this mess.

CONCEPTUALIZATION, THE FIRST PITFALL IN LOGIC

The First step of any logical procedure is (and has been in
history of science) conceptualization. The Aristotelian
categories are direct ancestors of our types, classes, objects in
different programming languages, the well-defined relational
dependences, the topos of type declarations, frame and semantic-
conceptual nets. The notion of inheritance within a conceptual
frame was also familiar, semantics as hermeneutics, the science
of meaning, interpretation. In this respect, not too much was
added, only refined. Denotation started also with Greek science,
a more coherent methodology had to wait until Leibniz and Frege.
Investigating relations among concepts and items, the syllogisms
provided an analog tool as our IF...THEN construct, used in every
rule-based system. This was the modus ponens or, by the ingenious
mnemonic of Middle Ages, the Barbora-algorithm. The other
important syllogism, the modus tollens (Celarent) leads to our
refutation algorithms, to the resolution principle and
nonmonotonic logic counterfactuals. As Zeno of Elea formulated:
reduction to impossible. The metaconcept, rules about rules.
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hyperstructures are also results of this fantastic period of
human awakening of consciousness. It was realized very early and
included into the works of Aristotle that those concepts and
syllogistic relations ore context dependent. They analyzed,
separated the truth of premises and relations, distinguished the
essential features of a certain instantiation (as we say: they
refer to it as first substantial) and that of the conceptual
nature of the same (second substantial) - some later 1ideas of
limited, conditional inheritance. Creation of hierarchical
conceptual structures was a widespread logical game realizing the
concept of accidental category, the relativity of all that.
Similarly we find these different aspects of conceptualization in
Thesaurus-organized dictionaries (Webster, Roget, Longmans,
Pictorial-Duden).

The usually cited examples of pitfalls in conceptual thinking,

generalization and instantiation are the oistrich and the
penguin, i.e. birds which do not fly, the penguin has no real
wings, the whale which looks and swims alike a fish but is a
mammal . These are simple tutorial cases but emergency directives

of a complicated, dangerous plant can be extremely controversial
in different situations when some part of the system is out of
service or the antecedents are different or any other reason
changes the order of risks. Similar can be a medical procedure,
considerations on contraindications, risks due to different
situations, investigation strategies etc.

MODALITIES, THE SECOND PUZZLE

Most important was the discovery of modalities, i.e. different
reasoning (syllogism) under different contextual relations.
Aristotle distinguished three: the necessary (apodictic) which 1is
our regular rule form in simple expert systems; the
possibilistic; and the contingent one which permits coincidences,
somehow directing to our patterns. This contained the fine
distinction between something which is possible or probable. In

our systems these are transferred as probabilistic, possibilistic
logic, beliefs, certainties, contingencies. A significant part of
development during the whole history until now has been devoted
to the extensions of the modality concepts, their applications to
special fields of reasoning (e.g- legal, where relations are
transformed to compulsory, permitted etc.) and handling those
differences which arise from problems of conceptualization
mentioned above. This will be explained further in more detail,
here we turn back for a moment to our task: computer
representation.

Anybody who is familiar with data structures and operations on
them can be easily imagine the implementations. We gave hints at
every historical concept to the renamings, computer-science
vernaculars, buzz-words. This is all very simple for any short
illustration but opens bifurcations, ramifications at each open-
ended uncertainty either in data or in conclusion-paths. The
result is just as told before: either a short-cut which can lead
to totally misleading conclusions or a wide choice of outcomes
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with a puzzling confusion of their individual values or both.

DIFFERENT WORLDS. THE THIRD CONFUSION

An early understanding led to the conclusion that different
relations, views can provide either a completely different but in
Itself consistent picture of a situation or alternative choices,
values can create different situations which evolving in parallel
can meet and conflict. Leibniz, gathering from the accidental
looking human life, argued that God could not play with dice (an
idea reformulated by Einstein) but He created an infinite number
of worlds where every possible event and their combinations were

realized. We are living only in one single variant. The original
vision of Leibniz 1is an impressive hint to the computational
absurdity of any totality. The idea of the necessary rationality

of the world’s creation can be also followed from the Genesis,
through ancient Greeks who supposed a geometrically thinking God
(rationalism was that times mostly embodied in geometry) to our

latest cosmogonial theories. Our practical point is the problem
of limitation of this unlimited. Modelling a certain task-area we
have to define these limits and the consequences of the

limitation much more definite and reliable than any time before.
We must be aware of the fact that the description of limitation
is unlimited as well, if we would do it in a perfect way.

The idea of different worlds, resp. different world
descriptions, views returned with Wittgenstein and Kripke not
long ago as they described the different world structures with
the much cited story of London-Londres (a French boy who has a
splendid Londres in mind due to his readings and by chance turns
up in an ugly suburb of London and continues dreaming about that
splendid city.) The old paradigm of Bosporus-Hesperus symbolises
the same. Essentially the same has different names for different
agents and by that these worlds are really different, a source of
contradictions. We all live somehow similar, if somebody listens
to a case told by differently oriented people. Distributed
systems are in case of some mismatch Kripke-structures, we shall
return to this problem, speaking about the difficulties of
dialogs, the effects of low quality information. We can follow
the responses of computer and information science and technology
in development of interfaces, protocols and the difficulties of
these even in relatively simple cases, the alternative views on
them. The possible trade-offs, compromises indicate the immense
complexity behind all more or less realistic applications.

A relevant additional uncertainty is given by the Halpern-Moses
theorem. They have proved that no perfect information can be
exchanged between two partners, if the transfer of information
requires considerable time. The paradigm is the coordinated
attack of two detached generals. This looks of course trivial if
during the time required some unpredictable changes can occur,
for us it opens additional complexity troubles.



PARADOXES - CONTRADICTIONS

Eubulldes, disciple of Euclid defined four Dbasic logical
paradoxes which have relevant roles in our systems as well: 1)
the Liar (if he claims that his breed is lying, then the truth is
uncertain); 2) the Hooded (if he claims that he knows something
and it is apparently hidden, the truth is uncertain in this case
too); 3) the Bald, the Heap (having one single hair or taking one
grain of a heap he’/it is still the same, this is true with two,
three etc. steps - where is the limit of the true statement?);
the Horned (if somebody did not loose his horn, should be
horned?). The Liar-paradox is the most significant one. It is the
same what we call self-reference and it has a benevolent and a
malevolent version. The first is the case when a system provides
a reference ("it is to my left") which without further external
reference remains ambiguous. Malevolent is a system which claims
to tell something about its truth and this remains ambiguous. The
case is realistic in interconnected systems where each individual
system should rely on the correct operation of the others, the
data issued by them. Considering the difficulties of program and
hardware verification we can assess this pitfall. The voting
problems of the Space-Shuttle computers, the future of SDI
software, reliable services of networks are typical cases for
that. The self-reference problem is one of the deepest of logic
illustrated by several ingenious paradoxes and has different
aspects, some closed systems permit to use it without harmful
consequence, others lead to apparent contradictions. From our
point of view this 1is an 1important practical warning and
avoidance leads to an increased complexity.

The Hooded paradox returns in the self-explication features of

expert systems, the Bald (Heap) in the definition of
possibilistic-fuzzy limits and reasoning procedures. The Horned
draws attention to sensitivity due to presuppositions. a typical

problem of expert system design in complex cases.

Contemporary conclusions are very disappointing: Hintikka speaks
about the need of a logical omniscience, Konolige about the
requirement of a consequentional closure. Both define a
limitation to an unrealistic situation which, pursuing the
sequence of paradoxes, is unfortunately the only realistic
approach. We meet the unavoidable compromises in any computer-
based system.

LOW QUALITY INFORMATION - HIGH QUALITY ELECTRONIC ENCYCLOPAEDIA

An obvious corollary of all uncertainties, limitations detailed
above is the unavoidable fact of incomplete Information in any
complex case. The situation is mostly worse: the human agent as
information supplier is usually a low quality resource. If the

system impresses its logic on the human partner, avoids any new
approaches, then the system and its activity 1is not really

intelligent. In a free discourse, the system not only Interprets
the Information given by the agent but it has to restore a
possibly complete and consistent Information on the world



concerned. Natural language understanding is only one, but still
not sufficiently solved chapter of the task. One approach creates
(and backs up) two distinct models: that of the agent and the
other of the subject. The combination of the two can provide a
more reliable picture of the case.

This is an extremely important practical issue. A dialog between
a doc and the patient, any communication between an expert and a
layman is an instance of the general problem and this is one of
the basic paradigms of future man-machine systems world.

The addition of nonverbal information is another side of the same
problem. We have no general method for one to one transformations
of verbal or pictorial morphological descriptions as for plants,
objects of cytology, faces, figures etc. The representation of
other sensory data was also an original Aristotelian problem and

later of many great philosophers, we hint only to Descartes”’
Trait de 1 homme.

We have been speaking for a time about the third component of
complexity - uncertainty: about language. Relations of logic and

language are"primeval, here we put emphasis on logic; language
more detailed is another occasion.

On the other hand, a revolutionary high quality information
source is evolving: the hypertexts over an electronic
encyclopaedia. High-density storage equipment makes available a
complete library of a very broad knowledge base for immediate
information retrieval. Handling this, creating associations of
remote items is a much more demanding process than any of our
recent intelligent, relational data base managements. If this is

done to a certain extent in real time operation, the low quality
human information and high quality knowledge base can create a
new, very efficient symbiosis. As we see later this is only a

step further in approaching something of the human intuition but
it is a helpful support.

NEW KNOWLEDGE - DISCOVERY

We reached a transition to an old question of possible machine

intelligence: can they imitate the human intellect or even do
some more? Much before the well-known idea of Turing about a man-
machine test procedure, Descartes described a similar one

contemplating about the same. From our point of view it is not so
important to speculate about computers having emotions or Vviews,
feelings about themselves, the self-reference problem was treated
here also in a more practical way. Basic for future and
contemporary assessment of expert systems would be the ability to
create new knowledge. First it is to be defined what 1is new
knowledge. A calculation of a number of special conditions (e.g.-
a key in cryptography) is also something new but this cannot be
included into Al, if it is not a result of a new, computer-
generated algorithm. This notion is nearer to what we understand
as discovery although several authors misused this term as well,
claiming too much for their more or less heuristic search



programs within a well-organized disciplire.

A rough classification <can help us to get a clearer insight.
There are discoveries which preserve an earlier scheme of the
problem. Finding some inconsistences, new Ffacts which do not fit
into the scheme, trace by backtrack to a node or a subgraph
composed of a few nodes of the scheme, which can be a culprit for
contradiction and then replace this by new data, rules,
algorithmic parts. This is the way how nonmonotonic logic works
in  our expert systems. Any extension of a theory (e.g- the van
der Waals equation from the Boyle-Marlotte gas-dynamics law, or
slightly the specific theory of relativity) preserves most of
the other parts ofthe scheme. The other even more exciting
procedure is the change of the general scheme of a theory,
something what was coined by Kuhn as new paradigm. The general
theory ofrelativity, the mechanism of genetic material, the
theory of mathematics are typical examples. This is mostly based
on some sililarity intuition, usually postulating very far
fetched, unexpected analogies, as a helix of DNA and of a
staircase, 1i.e. similarities of structures, external forms, data,
situations, synonymsand antonyms. As far as our machine systems
have developed until now, this would be a practically eternal
search for a machine on an unlimited field of combinations but as
we could indicate with the intelligent electronic encyclopeadia
it can be a very promising man-machine cooperation. The same
conclusion is reached in this way as before: any limited machine
procedure reachesthe limits of complexity and does not really
replace or imitate the human mind but it can amplify our

capabilities by a wise partnership concerning limitations on both
sides.

LESSONS OF COGNITIVE PSYCHOLOGY

Logic endeavoured from the very start +to formulate human
cognition. In its struggle for a superior reason - weapon against
the irrational evils of human life, it long neglected any other

methods of cognition or have let them to be the territory of the
other, nonprogressive part or at least excluded from science,
separating it from the arts. It was realized by psychology that,
due to our aeons long phylogenetic evolution patterns. Gestalts,
schemes, i.e. somehow coherent data in our memory have a much
more important role in our mental actions as logic. Even those
creative activities which are considered to be the most logical
ones are not based on logic but just on those patterns as it was
proved in chessplaying or discoveries in math. This is just a
separating indicator of a medium level professional from the
performance of a real talent, the first uses about 2000 of those
schemes in his/her daily professional activity, the latter 10-
100 000! How are they organized, what kind of hyperstructure do
they have, how are the main features extracted and stored,
filtering the less important? - this is rather mysterious till
now but they are in the focus of recent research.

We are sure that finding some features of this fantastic
heuristic would be very rewarding for our machine-based systems
as well. We have two projects in different fields, in a special
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early brain development medical topic and a legal decision
support, based on precedents. The intuitive reasoning methods of
the experts on the field are our challenging objectives. We try
to Ffind approximate metrics of those very complex spaces of
events, measures of similarities, conceptual clustering.

HOW FAR?

We started with reference on overstatements and underestimation.
Let us conclude with impressions of the recent situation with no
predictive extrapolations - the future is always a surprise.

In spite of more than two decades of ingenious and hard,
extensive work, Al and expert systems did not reach a level as it
was Fforeseen in the beginning and is claimed by some aggressive
advertisements till now. They are either in a state of
demonstration and experimentation or used as tutorials, guidance
for non-experts, putting limited systems in more perspicuous
ways. They are more helpful in problems which are basically
combinatorial and relatively easy to estimate. Here, that range
of possibilities is used which lies between the limits of a human
sight and the combinatorial explosion, e.g. the cases of computer
configuration or molecular structures. This range and the whole
progress is very valuable, cannot be neglected in any future
development, but we have seen limits which indicate frontiers set
by complexity where the number of calculations is practically
unlimited, these are the NP complete problems but the polynomial
ones also, if it goes to high numbers. Amdahl’s Law reminds us to
the fact that high parallelism or accelerations by one or two
orders of magnitude cannot be helpful in those very complex

cases. Our endeavour was just to hint to the deeper reasons of
that.

This should not be demobilizing. Efforts are going on just in
those two directions what we mentioned at the discovery topic. A
steady-state effort broadens the potentials of algorithmic
procedures defeating complexity, turning NP problems to P and P
to NlogN, approximations with” better estimations of errors are
invented. New computational and reasoning paradigms are launched
which attempt to bypass our present limitations. Being aware of

these limitations is an important step itself and a move towards
more efficient man-machine systems.



1V.

TR

WK/

i /4w

TAiS VilillS BA-KAV ., I T -




BEYOND NUMBER CRUNCHING Third Austrian-Hungarian Informatics Conf. p. 189 19%6.

A PARADIGM OF LOGIC PROGRAMMING AND ITS IMPACT ON LOGIC
PROGRAMMING LANGUAGES

Miklés Szd6ts

SZAMALK Applied Logic Laboratory

H-1502 Budapest 112 P.o.b. 146

A bstract. This paper presents a general paradigm of logic programming. It
is shown that it covers all the used and proposed logic programming
languages, moreover in several respect it can control the developing of
further languages.

Keywords. Logic programming, semantics, inductive, definition, search
space.

1. INTRODUCTION

Theorem proving system s, including logic programming languages, at
an abstract level can be described as prOOfprOCEdUI’eSmat is triples of

' the set of formulae to Il)e processed (syntax),

« the rules of inference, w hich can be applied (calculus),

« the strategy, which controls the applications of the inference rules.
In the case of logic programming languages syntax is the set of the logic
programs.

Here we present a paradigm of logic programming characterising the
proof procedures w hich can be considered as programming languages. This
will be done in section 2. VVe omit deep mathematical investigations. A fter
setting down the mathematical model of the constituents of logic
programming languages, we try to point out the practical consequences of
our paradigm.

Before separating logic programming from theorem proving in general,
let us face another question. Since the definition of every programming
language <can be forced into the schema of proof procedure, w e also have
to separate logic programming languages from programming languages in
genei’al [Kowalski 1984]. This separation is based not on the three
constituents of the proof procedure, but on a fourth factor: on the
existence of the declarative semantics. If meaning is attached to programs
in a precise, mathematical way, independently the executions of the
programs, the programming language <can be considered as a logic one.



2. THE PARADIGM

2.1 Logic progfiiuis

Formulae considered as logic programs are interpreted in one, fixed,
constructive relational structure. The similarity type of this structure is
said to bo the biiSiC Similarityl type. Being constructive precisely means
that the model meets the following conditions;

(i) 'J'he carrier of the model is generated by the constants that is,

each element of it can be named by some variable-free terms.
There is a oannonicai )iame among the names of each element.

(ii) Al the relations (including the erduality) of the basic similarity
type are computable that is, the truth-value of every atoiriic
formula is decidable.

(iii) ALl the functions of the basic similarity type are computable
that is, one can find the canonical name of an element named by

a variable-free term .

Such models are said to be H-models.

A program I'n an H-model is a set of definitions of certain
relations. Being able to refer to ~these relations w e need new relation
stymbols ri,...rm (with arities m,...rim respectively) w hich are not included
in the basic similarity type. Their definitions will be of the form

n(x)=oi(x). From n(:w. on sym bf)ls n will be called as deflned Symb0|S and
formulae oi as dEflnlng formulae. A set of definitions will also be called

as definition.

Let A be an arbitrary but fixed H-model and let us consider a
definition r={ri(x)soi(x) : 1=1,...m). W e say that relations Ri,...Rm are
defined by the definition I or the tupple of these relations is a fixpolnt
o f definlrion f if model <A ,Ri,...Rm> satisfies definition f. w here each
predicate n is evaluated to relation Ri. A definition can define no
relation if for an index i the formula n(x)soi(x) is unsatisfiable. I'n
general there may bo .several m -tuples of relations satisfying a definition.
Regarding a definitioil as a proggram, w e w ant to attach an unambiguous
meaning the definition. In other words, the existence of a least fixpolnt s
a basic semantic demand. The class PE of the following definition meets

this condition.

the ciass PE or positive existential formuiae is tne 1east crass or

formulae satisfying the following conditions;

(i) quantifier-free formulae of the basic similarity type belong to PE;

(ii) atomic formulae of the form ri(ti,...tni), where ti, Lo tiu are terms
of the basic Simllarlty type, belong to PE;

(rirt)y PE is closed under connectives and, or and the existential

quantifier

I'n other words, a formula belongs to PE if it does not Include any
universal quantifier, and negation can occur only in quantifier-free
formulae of the basic similarity type. A definition is said to be PE
definition if all its defining formulae are P E formulae. The choice of PE
definitions for logic programs is based on the following theorems (see

(Szots 19861):*

* PE definitions have least defined relations (least flxpoints) in every

model of the basic similarity type.
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‘“ The least fixpoint can be obtained as the limits of the following series:

R0,

“Ri= (af”‘A ;<A ""'Ri,..."”7iRm> satisfies oi(a)l
* Let A be an H-model with infinite universe. I'n this case
(i) Least fixpoints of PE definitions are recursively
enumerable relations in A.
(ii) AIll the recursively enuraei-able relations in A can be defined by

PE definitions.

It is claiinod that logic programs are PE definitions. Really this is
true only up to equivalence. However, equivalence here does not mean
semantic equivalence, but the equality of least fixpoint and of the
construction of the least fixpoint. As an example: equivalence symbol in
the definitions can bo changed to Implication, as it is done in
programming witli definite ciauses.

2.2 Calculus

An execution of a logic program f (a set of PE definitions) s a
proof of a PE formula 5 from f. The expression "proof of 5 from fr means
that the validity of 5 in the model <A ,Ri,...Rm> ls proved,, where A is the
fixed model, and Ri, ...Rm is the least fixpoint of f. The validity in one
fixed model can be transformed into the semantic consequence relation.
Let A x denote the set of quantifier-free ground formulae holding in A
The following theorem liolds:

<ai,...ani>eRi iff
ri(ai,...ani) I£E a semantic consequence of Ax U f

In the proofs the elements of A X are not used as axioms, the
machinery representing the H-model comoputes directly the truth-values of
the quantifier-free formulae of the basic similarity tj'pe.

The main inference rule of every calculus belonging to a logic-
programming language is the unfolding rU'e that is substituting the
defining formulae in the place of the defined relation symbol. It is a
special form of modus ponens, only atomic formulae can be derived by it.
This rule syntactically simulates the construction of the series providing
the least fixpoints.

Studying the question from a proof theoretic point of view, w e
found a restriction of the natural deduction system (see [Prawltz 1965)),
called PE nUthn' deduction, w hich is suitable for deductions of PE
formulae from PE definitions. It consists of the Introduction rules for
connectives and. and the existential quantifier, and of unfolding rule
as the only elimination rule. PE natural deduction has the following

properties:

* It is complete for PE definitions as axioms and PE formulae as theorem
* The PE natural deduction tree, the coresponding Gentzen sequent tree
and the corresponding analitical tableau are Isomorphic to each other.
PE natural deduction can be regarded as a schema for calculi of
logic programing languages. However It does not mean that there cannot
be significant differences between variants of PE natural deduction. The
most important one lies in the treatment of variables bound by existential
quantifiers. There is two distinct ways:
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(a) substituting variable-free term s for the variables, or

(b) handling bound variables as meta-variables

I'n case (b) the PE natural deduction provides system s of constraints, -
open formulae of the basic similarity type, - w hich have to be solved to
obtain the results. The method of solution depends on the fixed model. In
case (a) the leafes of the pi'oof trees are ground formulae, - these have
only to be checked in the fixed model.

We can also give a general characterisation of the search spaces of

calculi:

(1) W ithin our paradigm the search space of a calculus degenerates
to an and/or tree.

(2) This and/or tree is deterministic in the following sense: the
immediate successors of a node depend on the node only.

(3) The search tree is closely related to the parsing tree of the
formula to be proved. In case (b) it can be built wup directly from
the parsing trees of the goal formula and the defining formulae.

The above features explain, why it is significantly more effective to prove
in the variants of PE natural calculus, than in the general case. Point (3)
seems to be the most important, not only because it automatically implies/?
the others, but also because it makes the proof procedure "transparent".

By transparency We mean that one can (partially or totally) visualize the

w hole process of proving formula knowing only the formula ltself. That s
why logic programming can be considered as programming: w hen one writes
a formula (a logic program) he can akso regard the possible ways of proofs
(executions) of it, not only its descriptive meaning.

2.3 Some expansions of the paradigm

Here w e point out some way, how the outlined paradigm can be

expanded

(1) The fixed model can be expanded by some superstructure (e.g.
hereditary finite sets (Gergely, Ury 19881]). It means that not only the
elements o f the universe can be refered to,but also their finite sets, and
finite sets of finite sets. This has not only theoretical advanteges, but

helps discussing data structures and abstract data types [Sz06ts 1987).

(2) The paradigm offer tools, for treating bounded universal quantifiers,
they can be included into PE formulas. Furthermore a restricted usage of
negation presents itself. New PE definitions for the negative literals can
be generated from the original definitions, and this way negative literals
can be deduced precisely the sam e way as positive ones. By this method
negative literals w ith variables can be handled. The adequate semantics
can be given in three valued logic (in partial models) introduced In
[Fitting 1985). The sam e fix point construction can be used as we use in

2.1.

(3) The implication symbol can also be added to the connectives forming a
defining formula. It means that the introduction rule for implication has
to be added to PE natural deduction. The new calculus saves features (1), \
(2) of section 2.2, however feature (3) is lost in some sense. Such system s
are discussed in (Gabbay, Reyie 1984] and [Miller, N adathur, Scedrov
1987). I'n this case the familiar fixpoint construction also provides
meaning to the logic programs, however they have to be interpreted In

Kripke models
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3. LOGIC PROGRAMMING LANGUAGES

3.1 Existing languages as instances

First w e show that the wideiy acepted PROLOG ianguage fits into

the presented paradigm

I'n the pure PROLOG tiie basic similarity type consists of the
function symbols and the fixed model is the Herbrand universe with the
functions interpreted in the natural way. In practical PROLOG versions the.
arithmetical built-in predicates also act as relations of the basic
similarity type. N ote that our paradigm shows that these built-in
predicates are not "impure™" features of PROLOG. The predicates occuring

in the heads of clauses are the defined symbols.

The PROLOG programs are but PE definitions - in normal form. The
normal form is forced by the resolution principle. Similarly, if normal form
of the programs is insisted on, the PE natural deduction turns to SLD
resolution. This is a good example of the interaction between the precise

formulation of the syntax and the calculus.

The foundation of the programming with definite clauses [Apt,
Emden 1982] is a special case of our general fixpoint theory. However
their treatment is of syntactical nature, and s o it is connected to SLD

resolution.

The SLD resolution is a simplified version of the PE natural
deduction. Because o f the normal form, the introduction rules are not
explicite. The origine of SLD, the SL resolution uses lifting by meta -
variables, and s o0 does SLD. Because of the Herbrand universe, handling of
constraints turns to be simple: they can be solved by unification
independently of one another. The unfolding rule combined with

unification provides the resolution rule for definite clauses.

SLD resolution is the only variant of resolution w hich could be the
calculus of a logic programming language. The reason is that this is the
only one w hich satisfies the conditions for the search space stated in 2.2.
The only resolution proof procedures satisfying (1) are the linear
resolutions, but even the more refined variant of them, the SL resolution
is not effective enough, - as practice showed it. Even point (2) is weakly
satisfied by SL resolution, since the ancestor resolution step is
deterministic. However, in the input resolution step every literal of an
input clause can be resolved upon. This uncertainty makes point (3) fail
totally.

Let us see the different extensions of PROLOG. Since all of them
keep the clause form, they similarly keep also the basic structure of SLD

resolution.

[Chandra, Harel 1985] presents a theory of Horn clause queries.
There the basic similarity type consists of relational symbols only. The
fixed H-models are represented by relational data bases.

In the language EQULOG (see [Goguen, M esseguer 19841]) the basic
similarity type also consists of function symbols only. However, for certain
data type the carrier of the fixed model is not the Herbrand universe,
different term s may denote the same elements. Therefore constraints
cannot be solved by unification. It is supposed, that the most general
solutions of equations can be expressed by term s. Again this
presupposition helps to solve constraints independently of one another.

The paradigm of constraint logic programming (see [Lassez 19871])
realizes the importance of handling constraints togather. There unfolding
rule is separated from the solution of some constraints. PROLOG [N (see
[Colmerauer 19871]) can be cosidered as an implementation of constraint

logic programming.
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W e in the Applied Lojiic Laboratory started to realize a language

called LOBO (LOgio of BOundod quantifiers), w hich gives up norm al féorra of
the definitions. It realizes the introduction I'ule for existential quantifier
without wusing meta-variables (case (a) in 2.3). The substitutions of terras
is guided by the bounding formulae of the quantifier. Bounded universal
quantifier can be also used. About LOBO see [Szots 19847, [Gergely, Szots

3.2 The moral of the paradigm

We think that the general paradigm , we present here, helps not only
to classify and analyse existing or proposed logic programming languages,
but it can also control the development of new ones. Having a clear
theoretical basis can help to avoid ad hoc solutions and to find the
adeqguate one. Here w e want to show tw o important features w hich can be

derived from our paradigm

The first is the principle of "programming in one raodel™. The
computing mechanism of a logic programming language can be separated

into tw o constituents:

a version of the PE natural deduction, and
computations in the fixed model.
These can be considered as a higher and a lower level respectively.

The version of the PE natural deduction is a universal calculus,
w hile computing in the fixed model can be implemented independently of
any logic system . If meta-variables are not used, it only comoputes values
of functions, and tests relations, however in the case of meta-variables
the method for the solution of systems of constraints belongs here. Since
the first constituent is universal, the sam e implementation can be coupled
to different computational methods corresponding to different fixed models.
This way Open IOgIC programmlng Ianguages can be developed. This
construction seem s to be practical in the case of domain dependent
languages. Then the functions and relations of the fixed model can be
computed by complicated programs, and the logic component organises and
coordinates the execution of these programs. The sam e logic component
can serve several languages.

The second feature is connected to the form of the programs. Our
arguments in section 2. clearly show that the clause form used in PROLOG
and in its relatives is totally incidental. The normal form has its
advantages: the search space is regular, but also has its drawbacks: some
subformulae have to be repeated. I f one defining formula is used rather
than several implications, a greater formula can be handled by the

calculus than a conjunction of atoms.

Because of the lack of space w e could not expound the extensions
of the paradigm, therefore their impacts cannot be discussed. However we
want to note that the super structure (see point (1) in 2.3) can help not
only the adeqgquate treatm ent of data structures but also of several other
features of logic programming, like the "set of" predicate, perceptual

processes and s 0 on.
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4. FINAL REMARK

Here w e h'ave reported some results of a pir o'jec t w hich aims to
provide an adequate theoretical erhuar a¥catee™ v ics*a¥ thifosn of logic programming
languages. The pY " oSjietci 'ty 'il:S! far from being finished. Beside some theoretical
questions (like using higher orde logic) search strateg.y has not been even
touched. The treatment of this component is one of the greatest problem
in logic programming. Please accept LU paper with this apparent

deficiency.
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Abstract: Although previous efforts have proved that computers
can be wused to store and retrieve the factual data about the
history of a technical product or process, little attention has
been paid to the problems of handling free-form data and to the
means for filtering out the relevant information, for arranging
it into a sequential report, for browsing it in order to answer
questions or gain hints for further data collection. Both the
intellectual and manual aspects of compiling the factual data
into reports were entirely left to the human expert. The paper
outlines the functional requirements a computer system should
fulfill in order to meet the above-mentioned needs of histori-
ans. This well-defined application domain is investigated as a
foil against hypertext systems.

Keywords. Hypertext systems. Knowledge Acquisition, Knowledge
Representation.

1 . INTRODUCTION

Previous efforts of a Japanese-Hungarian team of historians and
engineers in computer-aided history of technology have proved that com-
puters can be used to store and retrieve the manifold and comprehensive
factual data about the history of a technical product or process. On the
other hand, little attention has been paid to the problems of handling
free-form data and to the means for filtering out the relevant data from
the huge amount of Information, for arranging it into a sequential
report, or for browsing it in order to answer questions or gain hints
for further data collection [7,8,13]. Both the intellectual and manual

aspects of compiling the factual data into reports were entirely left to
the human expert.

Our aim is to work out a computer system to support the actual
needs of historians [4]. We have considered this well-defined applica-
tion domain as a foil against first-generation hypertext systems [I,11]:

we point out those functionalities which cannot be provided by current
hypertext systems.

In Chapter 2 a short account on the analysis of historians’ meth-
odologies is given, in Chapter 3 the functional requirements for an ap-

propriate computer tool are listed and contrasted to the capabilities of
present hypertext systems.



2. METHODOLOGIES OF THE HISTORIANS

Relying upon a wide scope of authentic sources and having interviewed
historians of good reputation, first we have examined the specific fea-
tures of historians” methodologies and attitudes: how do they collect
and interpret the information, how and for what purpose do they make in-
ferences on it. Nothing proves the difficulty of these questions better

than the fact that there 1is no commonly accepted handbook on how to
write history.

The interpretation of the available historical information is the
real challenge for a historian, it requires intelligence, creativity,
some guiding prejudice but no pride; systhematic tests as well as luck;
simple common sense and sophisticated experience; wide background knowl-
edge on the socio-political circumstances and a reasonably deep wunder-
standing of the specific scientific field, etc. The historian has to be
sensitive to the sources, he has to be open-minded and flexible. He
should not by-pass facts if they cannot be explained, or if they do not
fit into his scheme. This also implies that history should form the his-
torian; by investigating more and more details, his methods and precon-
ceptions might be continuosly changing.

On the other hand, historiography should meet overall criteria of
scientific cognition, e.g.: a theory should not contradict true Tfactual
data, it should keep an eye on completeness and consistency. Research
should be carried out by means of contrasting hypotheses, operating with
clearly defined concepts, relying upon logic in reasoning [9, 12].

2.1. Setting the aims

Usually, the historian has his aims set before he starts intensive re-
search. First of all, he narrows down the topic he is interested in.
He might define his interest not only by referring to specific periods
or areas, but to concepts, relations or phenomena (e.g. the impact of
scientific theories on technology, or the role of ingenious inventors in
the history of science and technology).

An important aspect of his aims 1is the initiative for the re-
search: whether he has a hypothesis to be checked, or intends to answer
a specific question or to investigate a topic. He has to define the

depth of investigation, based either on some preconceptions of the re-
searcher, or on the resources available, or on the expectations concern-
ing the research (to produce a basic monograph that should be referred

to for any detail, or to give an interpretation of some peri-
od/phenomena) .

The setting of the aims of the research depends on the intended
consumers of the results, too: whether they are familiar with the topic,

whether they have special precanceptions or interests (e.g. resulting
from nationality, education), whether they want to be amused or in-
formed. Their background knowledge and mental capabilities affect the

scope of context and the methodologies of interpretation.

- 198 -



2.2. Relevance of data

The historian should have an initial idea about what data should be
looked for, and what might be the sources of the information. But he
should not insist on his a priori decision on the relevance of the data:
while looking through the preselected sources, he might have the impres-
sion that he had an unrealistic expectation concerning the content of
the sources (e.g., they do not refer to the type of information he
needs). Sometimes, the available forms of data do not match the scheme
made up by the researcher. Some information, initially beyond the
scope of data collection may change the scope of search entirely: fur-
ther on, the histroian will be interested mainly in this additional

data; he may reiterate through those parts of the sources which were
skipped previously.

2.3. Definition of concepts

The definition of concepts is not a straightforward procedure either:
the task is to distillate concepts from the comprehensive data rather
than to arrange data according to a given conceptual taxonomy. A related
problem is to trace the semantic changes of the same concepts used by
different authors at different times: the sources should be interpreted
carefully: e.g. in cases of confusion caused by the coincidence or
misuse of names, objects should be identified by their attributes.

A clear and fixed reference world should be given: all the terms
occurring in sources should be expressed in terms of this reference
world. This also makes it clear that the meaning of historical texts
cannot be clarified by verbatim analysis.

2.A. Partial information, intencidnal description

Historians have to cope with ill-defined entities as well. Usually, only
some partial information is available, which is not sufficient to
identify the entity. In most cases, the entities can not be defined ex-
tensionally, i.e. by listing their relevant features, but intensionally,
by relating them to other entities.

Historians are keen on differentiating between not knowing the
value of some data and not knowing about the existence of some data.
They take into account the knowledge about the completeness of the pro-
cessed sources and about the unevennesses of the collected data.

2.5. Contradictions

In the stage of data collection, historians often have to face con-
trodictions: multiple values for the same data, facts contradicting to
common sense knowledge or violating the consistency of the body of data.
Human historians do not destroy contradictions with fire and sword,
rather, they keep them as hypatheses until further, clinching arguments
have been advanced. Such competing hypotheses could guide further inves-
tigations in order that, finally, one of them be accepted to be true.

The extreme or unreasonable data arouse the interest of a histor-
ian: they might urge him to collect additional information to give a



reasonable explanation of the deviation. Even an evidently false doto
should not be rejected without considerations: it might reflect e.g. the
misbelief of the author of the source, which might be of crucial impor-
tance in explaining his activities.

2.6. Principles for presenting data

A simple organizing principle 1is to choose specific attributes of the
data and arrange the pieces according to the value of the chosen at-
tributes (e.g. iIn a chronological report). In this case, details on the
listed objects/events are encountered in a more or less strict lexi-
cographical order according to the values of the organizing attributes
(e.g- chronology - <country — inventors or 1inventors — chronology).

Moreover, one can arrange the data into chunks around kernels.
These kernels can be specified in terms of the type of events/objects
(e.g- 1inventions), or special aspects of an event (e.g. scientific back-

ground, technical details of an invention, further impacts of the in-
vention ).

Another approach is when the stress 1is not on the details of the
distinct objects/events, but their impact on each other. History can be
presented along specific relations, resulting in a story with more in-
herent logic than ordering of the Tfacts by the values af certain at-

tributes. In this style, restrictions and preferences can be given on
the class of statements (e.g. causalities), on the qualification of
statements (e.g.- pushing and pulling Tfactors), on the semantics of

statements in terms of the type of statement and type or value of some
of its attributes (e.g. the role of manufacturing demands).

2.7. Filtering criteria for the data

From time to time historians restrict the scope of their Interest; in
order to deal with special aspects filtering criteria are to be formu-
lated in terms af attribute types and/or types of statements.

The depth of the investigation can be constrained by discarding
either some types of data (details of inventions) or statements (Ffurther
impacts, parallel attempts). Often, instead of listing specific ob-
jects/statements, an aggregation of these statements is given (e.g.-
referring to sets of objects, overall statements). The depth of reason-
ing (exploring causalities) can be limited, and also secondary informa-
tion (on sources, on qualification of statements) can be disregarded.

When presenting the information one may restrict himself to one
alternative of the values/explanations/hypotheses; in other cases, put-

ting emphasis on the competing alternatives may be a main point of in-
terest .

2.8. Investigating the structure of the body of data

Similarities in the structure of statements can be investigated, either
to enlighten one of them by the other, or to filter out typical histori-
cal patterns. The same statements with different attribute values can be
related to point out similarities; groups of statements with different
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attribute types may suggest surprising associations for analogies, while
ones with attributes of the same value or the same type but with dif-
ferent qualification (e.g. failure - success) can be contrasted.

The structure of the body of data can be the topic of iInvestiga-

tion in itself, too. In order to point out separate chunks of data, one
can investigate whether two satements or objects can be related (via
statements sharing some attributes), where the hot points in the network
of collected information are (e.g. too many unknown attributes for

statements, very few statements referring to an object).
2.9. Reasoning over the facts

Reasoning plays an essential role both in data-collection and inter-
pretation: historians do it consciously, using a comprehensive set of

not necessarily deterministic - rules. On the one hand, a body of data
conveys much more information to the historian then simply a set of
facts. He, relying upon common-sense and domain-specific knowledge

(rules, procedures), endows the facts: whenever needed, through deriving
conclusions he can add new facts to the initial ones.

When 1investigating and interpreting the data, the historian
using all his expertise as a historian - makes guesses for further
statements to be tested, or for possible explanations to be checked.

2.10. Data collection, presentation and interpretation interwoven

It seems to be an iImportant characteristic of historians”’” work that
data-driven and goal-driven styles are intermixed in their work. Not
much advice can be given how to separate and guide the stages of data
collection, representation and interpretation. When collecting data, it
is necessary to investigate the known data in order to judge about the
value of some new information: a new piece of data may initiate the need
of reconsideration of some data accepted previously, the investigation
of the body of data may result in hints for reinterpretations; on the
other hand, a hypothetical interpretation can be used to guide further
data collections.

One should not forget that both the historians’ methodology and
their domain-specific knowledge do change in course of their activity,
historians do learn from their experiences.

3. WHAT IS REQUIRED OF A COMPUTER AID FOR HISTORIANS

In past decades, several software tools have been designed "to support
the task of transforming a chaotic collection of unrelated thoughts into
an Integrated, orderly interpretation of ideas and their interconnec-
tions"” [3]. These so-called hypertext systems have gaining interest both
in the users’” and software engineers’ communities. While they have been
proved to be handy and adequate tools in several, usually rather small-
scaled applications, they turned to be too restrictive and difficult to
use when modelling complex, large-scale domains [2].

Central aims of hypertext systems fit to the needs of historians
quite well, so we can declare, in general, that what is needed is a hy-
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pertext system. Surprisingly enough, following the above analysis of
historians” work, we have found that none of the existing hypertext sys-
tems would be entirely satisfactory for their purposes. Even a well-
isolated and not too Qlarge application domain [5] has raised issues
which have significance beyond the existing hypertext systems.

The reader can get a view of hypertext systems e.g. from [1,2].
We will use the generally accepted hypertext notions (network, node,

link, type, instance, authoring versus browsing, query e.t.c.) 1in their
usual meaning.

3.1. Representation of objects and statements

The usual node-link scheme cannot be used with the cast featuring ob-
jects plus binary relations between them: it is necessary to deal with
relations having more than two attributes.

The suggested uniform representation of objects and relations is
in form of nodes with predefined slots, and links in form of pointers
from a certain slot of a node to another node as a whole. This represen-
tation is appropriate to deal with relations wich may have both objects
and relations among their attributes. The unprocessed, purely textual

information within a node can be stored in character-type slots of the
node.

3.2. Instantiated versus referred nodes

One should distinguish between the events of (1) creating a new node and
(2) creating a link to an already existing node. In the case of an ob-
ject identified by the value of one of 1its slots (e.g. a name) it 1is
easy to find out whether the node has been already created, but the in-
cidental dismatching of the values of a certain slot (e.g. the date of
birth of somebody) should be registered. A systhematic check of all the
candidates should be performed in case of nodes wich <can be dis-
tinguished only by identifying the values of their slots. The system

should be prepared to instantiate nodes with missing or temporarly given
slot values.

3.3. Permissiveness in assigning values to the slots

In order to suit to the incremental style of data collection and concept
distillation, both the defaults and the constraints should be permis-
sive: extreme values, violated type or domain restrictions should be al-

lowed. In addition, multiple candidates for a value of a slot should be
allowed.

Besides single-valued slots, slots with more than one values could
be defined. Also distinction should be made if a slot is wused to
identify a node or not.

3.A. Invertable pointers

Since in advance no preferred pathes should be specified within the
network, the direction of the access of nodes should be left undefined.
On a more technical level: pointers should be bi-directional.
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As a result - in contrast to the common practice when a single
structure of the physical arrangement of the nodes is fixed once and for
ever (implemented as e.g. files or folders) - , the system should offer
several methods of the same rank for the access and re-arrangement of
the nodes, and should store the nodes in that way, if required.

3.5. Modes of usage: authoring, browsing, presentation

The system should provide dedicated tools for the purposes of authoring,
that is of a piecevise mapping from a large amount of external textual

information onto a hypertext and continuosly modifying this hypertext
whenever necessary.

In addition to the support of the browsing mode driven by the
queries from the online users, features should be given for presenting

the hypertext in form of traditional reports Ffulfilling some overall
requirements.

As historians essentially do not work with a frozen set of data,
and the activities of data collection and interpretation are highly 1in-

terrelated, it is necessary to allow the different modes of usage to be
embedded into each other.

3.6. Tools for browsing the network

In order to avoid the frequently discussed situation of ’getting lost in
hyperspace”, there should be offered more sophisticated browsing techni-
ques than freely wandering over the network.

Virtual links should be generated to ease the navigation over an
extensive network or to indicate unexplored parts that might be inter-
esting for further investigation.

In the case of dense and large networks, the graphical visualisa-
tion of the network is not sufficient: the content of nodes should be

represented in textual form, unfilled parts, alternatives, links should
be indicated consequently.

3.7. Sophisticated network-editing

A much discussed shortcoming of present hypertext systems is the problem
of ’premature organisation’, i.e. they do not support sufficiently the
modification of the network in course of further progress.

New editing functions should be added to the traditional node/link
creation/deletion primitives, moreover the technical issues should be
solved in a consequent and transparent way (e.g. problems of alterna-
tives, links to non-existing nodes).

The modification of the content of nodes should be supported. By
providing utilities, both the elevation of a textual slot value into a
node and the splitting/joining of nodes should be allowed.



3.8. CGlobal filtering

The more comprehensive the network is, the more inevitable is to offer
tools for deliberately restricting the scope of investigation. Global
filtering criteria should be expressed, first of all, in terms of types
and values of nodes and links, or by restricting the qualification of

statements to be taken into account; Ffinally, in terms of the structure
of the subnetwork at hand.

Filtering criteria can be used in an exclusive way or as prefer-

ences during the sessions with the system. By changing the Ffiltering
criteria, the system should be tuned to various purposes and specific
users, or to different working methods; even preconceptions can be

demonstrated in this way.

3.9. Network-query

Query-based access should complement navigational browsing, allowing
search patterns referring both to the contentof nodes and to the struc-
ture of links. A pattern language should be provided to formulate ex-
pressions with the usual operations (negation, alternatives, closure).

3.10. Optional enhancement with rule-based features

In contrast to relying upon only the network as it is, the system itself
should possess knowledge about how to exploreand enhance the network.

On the one hand, the system should be able to generate new
nodes/links on its own initiative, and not only by expecting the user to
do so explicltely. So the system should be active, by performing

utility-like operations.

On the other hand, the system should aid the user on a higher
level as well: relying upon domain-specific rules, suggestions should be
given for further queries/data collection. These rules could be pro-
cessed by both forward and backward chaining. In the first case, the in-
clusion of a new node is suggested, as a probable conclusion, while in

the second case a possible interpretation of the presence of a
node/link 1is suggested.

4. PRESENT STATUS OF THE RESEARCH AND PERSPECTIVES FOR FURTHER WORK

In order to collect building material to a prototype version for testing
the validity of the above approach, this research has been accompanied
with a meticulous investigation of a large number of case studies con-
cerning histories of 2oth century inventions [5]. The texts mounted up

to 300K written by professional historians for the interested general
audience.

In a nutshell, this investigation led to the following results:
Having set the borderline between formatted and unformatted data

and discarded all the details specific to products, processes, Tfirms and
alike, there remained more than 300 entities used to describe data re-
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lated to the historical aspect itself [6]. These entities refer to each
other but they could not be squeezed into a usual concept hierarchy; on
the other hand, they could be characterised by a profile of several
dimensions (restrictive versus constructive role, personal versus social
scope, Vvarious aspects, intentional character of the entity etc.). More-
over, the organism of several case studies has been investigated in
detail: beyond the statement level there has been found a bewildering
abundance of presentation variants supporting orientation within the
data and rendering the collected data [7]-

In the next stage, these pieces of data should be used as actual
patterns within a computer aid to be used by students of the history of
science and technology: in the TFfirst version, this tool should help in
writing case studies of a similar structure and scope.

Further on, based on the experience of using the prototype, the
scope and Fflexibility of the system will be increased step by step,
along the above-mentioned directions.
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ABSTRACT

An interactive and a non-interactive system for supporting
decision-making in brain death diagnosis was implemented on a
PC. The systems accept medical data from a database. Both
systems were tested in clinical practice. The interactive system
yielded greater acceptance by the physicians and hence is
considered to be developed further.

1. Introduction

In recent years the application of modern medical equipment made it possible to sustain biological
functions like respiration, blood circulation and the nutrition cycle by machines. Therefore it happened over
and over again that the physical body of a patient was maintained alive by technical facilities whereas the
brain was dead already.

The technique of organ transplantation now confronts the physician with two problems; on the one hand he
has to be sure that the organ donor is dead in medical and legal respects, on the other hand the taking of
organs has to be made as early as possible to provide the recipient a sound organ.

For these and other reasons the physician is exposed to great mental burden and the wish to consult with a

collegue who is unaffected by emotional factors is obvious. A computer which acts on expert level seems to
fulfill this prerequisite best.

Another reason to develop a computer-based decision support was the great amount of medical data which

were collected by clinical tests and stored in a database. These data suit well as a basis for a consultation
session.

The decision support system discussed in this paper does not diagnose brain death since this must be left to
the responsibility of the physician, but it draws his attention to certain points which are not in accordance



with brain death. Hence the task of the systemis to check all available facts to detect data inconsistent with
brain death diagnosis and inform the user (the physician) about it.

The project started with developing two systens, one interactive, the other having the consultation results
listed and printed out. This paper concentrates on the description of the interactive system since it seens to
be received better by the physicians in practice.

2. Medical Background

The classical definition of the biological death is the irreversible loss of the function of the central nervous
system following the cessation of blood circulation, which yields the death of tissue and cells.

Brain death, however, includes the complete cessation of the functions of cortical, cerebellar and brainstem
structures, i.e. the irreversible loss of all brain functions with preserved function of other organs
(cardiocirculatory and respiratory systers).

The irreversible cessation of brain functions, which is egmvalent to the definite loss of external and internal
control functions of consciousness, is considered as the death of the individual.

There are six phases of a comatose patient towards brain death, distincted by the location and extent of the
lesion. The functional disorder of cerebral activity is recoverable at any stage, but in most cases patients who
reached the last two stages (bulbar syndrom) died within a few hours.

The most important signs of brain death are deep coma (unresponsiveness), No spontanous respiration and
loss of cephalic reflexes (e.g. pupillary light reaction).

Isoelectric EEG, evidence of the stop of cerebral perfusion (angiography) and evoked potentials are
additional tests required to establish a secured diagnosis of brain death.

The time of the clinical explorations depends on the extent of interpretability of the various symptoms and
the progression of the brain lesion.

There has to be some time between the first diagnosis of brain death and the final declaration of death,

which can reach from s hours up to 3 days and more, dependent on the age of the patient and the nature of
the lesion which caused the brain death.

3. Computer-supported brain death diagnosis

The decision support system is called by the user directly after consultation (or update of the patient)
database. Therefore the patient and the medical test data are specified already when the consultation starts.
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Since all necessary data are gathered from the database, the user need not be questioned about medical
data as e.g. in MYCIN. Pareuneter values which are not present in the database are considered not to have
been collected or not to be judgeable.

First some prerequisites are checked which are necessary for a valid diagnosis. Depending on the
severeness of missing prerequisites, the choice to continue the consultation is left to the user or the system
terminates.

Next the system tries to conclude a first hypothesis of the patients state from the most significant
parameters. If the patient is in a phase which can lead to brain death within a few hours (bulbar syndrom),
the actual consultation starts.

Every inconsistency with the brain death diagnosis is displayed on the screen, together with explanatory text
and bibliographical references. Then the physician can indicate his judgement of a specific inconsistant set
of symptoms by selecting one of three possibilities.

If he enters TOLERATE, that means that the displayed data are consistent with brain death. Selecting
NOT TOLERATE he informs the system that the inconsistent fact actually is a contradiction to brain death
diagnasis. In this case the system immediately terminates the consultation with the conclusion that the
patient is not dead. Between those two extremes the user can select NEGLECT to tell the system that he
judges the constellation as a contradiction, but wants to continue the consultation.

However, at the end of the session, the system displays all inconsistent facts found during the consultation.
The facts are grouped in untypical, but in brain death permissible and in contradictory data. In this maimer
the user is reminded of all inconsistencies in a short formand can establish his diagnosis.

The non-interactive system does not have the advantage of a communication with the physician. Hence it
cannot decide whether a detected inconsistency is a contradiction in all respects or there are reasons to

. .. . . I.
tolerate it. On the other hand the physician need not sit down at the computer since he gets a printed
output.

4. Development Issues j

4.1 Software Tools

The interactive decision support system was developed with the expert system shell "Personal Consultant
Plus" (PCPLUS). This shell is a successor of EMYCIN, hence producing rule-based backward-chaining

systerrs. Further features (frames, forward-chaining, meta-rules) are implemented to increase the power of
the shell.



At the development level, a running prototype can be implemented, tested and improved in the manner of

rapid prototyping®. The user of the developed system gets a special version which is freed from the
development overhead and hence runs more rapid.

Since systems developed with PCPLUS are running in a LISP-environment (PCSCHEME), special LISP-
functions can be defined and used within the knowledge base. So the knowledge engineer himself can
implement functions and procedmes he needs for his special problem and which are not supplied by
PCPLUS.

The rules and associated parameters, which deal with a special problem area within the knowledge base can
be grouped together in so-called frames. This PCPLUS featme helps structuring a large knowledge bese
and prevents the developer from getting lost in a mass of knowledge base itens.

For the definition of rules, an "'Abbreviated Rule Language™ (ARL) can be used. PCPLUS itself changes the
ARL-expressions into their LISP representation, which can be edited as well.

Even though working with PCPLUS is very convenient, the knowledge engineer who uses the system for a
while would wish to have a facility for faster knowledge base editing, especially at later stages of rapid
prototyping.

The non-interactive system is implemented in INSIGHT-2. This shell is not as powerful as PCPLUS,
concerning user communication and development features. Therefore the knowledge base can directly be
manipulated in a text-editor. Besides, since it is compiled, it runs faster than the LISP of PCPLUS.

The database which provides the facts for the two decision support systems is implemented in dBase 111 +.

4.2 Hardware

The whole system (database, PCPLUS decision support, INSIGHT-2 decision support) is working on a
IBM PS 2/60 under MSDQOS, version 4.0. 1 Mbyte memory, 4 Mbyte Harddisk and an arithmetic

coprocessor are provided. In addition to it, an EGA-Monitor and a matrbc-printer (STAR ND-15) are
employed. !

43 Implementation

The knowledge base of the interactive system contains 300 rules which are grouped in 8 frames. The data
base differentiates 300 iterms, but the decision support system only checks 70 of them so far.
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The system design is influenced by ideas of hypothesize-and-test’. After having checked the prerequisites, a
frame is called which simulates forward-chaining. The forward-chaining process is driven by the most
significant parameters and yields procentual values for each coma-stage, which represent the amount of
confirmative data for each stage.

If the strongest confirmation is in the phase towards brain death, the system hypothesizes rain death’ and
tries to test all known facts to prove this hypothesis via backward-chaining.

The facts are differentiated in various ways. *Confirmative data’ are expected facts, which support brain
death diagnosis. Since the physician is only interested in discrepancies, these facts are not displayed.

Untypical data’ are data which are not the normal case, but can be tolerated or explained in some way.
These facts are not contradictions to brain death, but should be shown to the user.

"Contradictory data’ are facts not consistent with brain death, which cannot be explained by the system. If
only one contradictory fact is found, the system considers the possibility of an invalid test-result, otherwise it
refuses the diagnosis of brain death.

There are seperate frames implemented for groups of parameters (e.g. cephalic reflexes, spinal reactions).
The frame TOP-LEVEL is the overall-frame which manages the flow of the consultation. The checking of

prerequisites at the beginning and the summary at the end of the consultation are done by special frames as
wel.

The system does not search the data base for facts, but accepts a file of all current data, which is provided
by the database before calling the decision support system.

The explanatory text which appears on the screen during the consultation is not implemented as a part of
the knowedge base, but stored in a separate ‘textarchive’. So it can be manipulated without changing the
knowledge base, which has the advantage of not having to create a new user-version of the system.

The INSIGHT-2 systemworks in a similar way, although some controlling mechanisms had to be simulated
since only pure backward-chaining is supplied by the shell.

5. Experience and Future Aspects

The first prototype of the whole system (database and the two decision support systerms) waes installed at the
Institute of Anesthesiology, University of Graz, and tested with about 30 patients.
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The acceptance of the interactive system wes higher than the non-interactive. The testing physician
suggested improvements of the explanatory text and extensions of checked parameters, but agreed with the
logical methods of working.

The second release of the systemwill also contain new features, which do some teaching tasks: there "Ml be
a dictionary connected, so that the user can stop the consultation at any time and look up an expanded
general explanation for involved medical items (e.g. how to cause a reflex and how it proceeds). Besides
there should be the possibility to consult the system without the database, i.e. without having a real patient.
In this case the system has to elicit the required data from the physician.

Future research will be done to extend the system from brain death diagnosis to coma-diagnosis, to
implement temporal reasoning and to provide some prognostic statements about the patients outcome.
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B RAI NDE X

K.linische EEG-E'ewertung RESTAKTIVITAT
Hirnlasion SEKUNDSR

Konstel lation: Eekundarer Hirnschaden, Hirnstammare-fle;:ie und Apnnr? bc?i
NICHT isoelektrischem EEG

----- > SLispekter isolierter Hirnstammtod
Diagnose Hirntod ist erst nach isoelektrischem EEG zu stel len!
Schwebezeit: mindestens 72 Stunden
Konsequenz=n: EEG-Kontrollen
AEHP
VER

Lit. [313

t¢ Frage zu dieser Konstellation - bitté RETURN dricken

Fig- 1; Result of a consultation

B RAI NDEX

Klinische EEG-Bewertung RESTAKTIVIT;AT
Hirnlasion SEKUNDOR

Konstel 1ation: sekundarer Hirnschaden, Hirnstammare-fle;:ie und Apnoe bei
NICHT isoelektrischem EEG

------ > suspekter isolierter Hirnstammtod
Diagnose Hirntod ist erst nach isoelektrischem EEG zu stellen!

Schwebezeit; mindestens 72 Stunden

KonsegqUplhre Beurteilung r-
Sie kdénnen obige Werte: tolerieren
vernachlassigen
Lit. [3 nicht tolerieren
** Frage zu dieser Konstellation - bitté RETURN dricken

Fig. 2: Asking for physicians®s judgement
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RULE247

SUBJECT :; HT_UNTERSUCHUNG-RULES
DESCRIPTION :: <EEIG iso und sek. Hirnlasion, kein Widerspruch bisher)
I-f 1) 1) Hirnlasion is BEIDES, or
2) Hirnlasion is SEKUND4R, and
2) KTinische EEG-Bewertung is ISOELEKTRISCH, and
3) (VALUE-UF WIDERLIST) is equal to
Then 1) it is definite (100'/.) that Andere Grunde fur isoelektriscfies EEG is
SEK_AREFLEX, and
2) evaluate (D (QUOTE (EEGJ.LIMISCH HIRNLASION) ) (QUOTE (EEG .ORBICHI ))),
and
3) it is definite (100'/.) that Klinische Beurteilung des EEG fur Hirntod
erklart is ERKLARBAR, and
4) evaluate (WAIT), and
5) setze erforder liche Schwebezeit neu, falls notwendig.

IF :r ((HIRNLASION = BEIDES OR HIRNLASION = SEKUNDAR) AND
EEG_KLINISCH = ISOELEKTRISCH AND (VALUE-OF WIDERLI'SD EQUAL
QUOTE )
THEN :: (EEGj;ORSICHT = SEK_AREFLEX AND (E (D (QUOTE (EEG_KLINISCH
HIRNLASION ) ) (QUOTE (EEG_VORSICHT)) ) ) AND
HT EEG_KLINISCH ERKL = ERKLARBAR AND (E (WAIT)) AND (SET 72) )
PREMISE :: ($AND
($0R -
(SAVE FRAVE HIRNLASION BEIDES)
(SAVE FRAME HIRNLASION SEKUNDAR))
(SAVE FRAVE EEG_KLINISCH ISOELEKTRISCH)
(EQUAL*
E\,/)A;_SJE-OF WIDERLIST)
ACTION (DO-ALL
(CONCLUDE FRAME EEG_VORSICHT SEK_AREFLEX TALLY 100)
(E
(D

(EEG_KLINISCH HIRNLASION))

(EEGIV'ORSICHT) )))
(CONCLUDE FRAMVE HT_EEG _KLINISCH_ERKL ERKLARBAR TALLf 100)
<€

(WAIT))
(SET 72))

Fig. 3: Corresponding rules in the knowledge base
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Abstract We shall present a frame-based language
specially tailored according to the needs of communicating
protocols. It will be shown how this language can be used

in a natural manner for specification of PDU's and the
communication itself. The resulting specifications fulfil
two fundamental requirements;

- first, they are comprehensible even by the nonexpert
user;

- second, they are executable directly by machines.

Keywords; knowledge representation, frame-based
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INTRQDUCTIQN

Recently, it has been realised by computer scientists that using
the methodology of Artificial Intelligence may help considerably
in reducing the complexity of intricate problems. One examole for
such a problem is the proper treatment of communicating protocols.
Indeed, protocols may exhibit very intricate behaviour for being
paralelly running, nondeterministic and communicative processes.
Investigation of applicability of this new technology for the
specification, verification and testing of protocols has begun and
now is on its way.

Our approach follows this |line of thinking, i.e. we wish to
contribute to the investigation of applying Al methodology for
protocol engineering problems. Actually we are going to present a
frame-based language specially tailored according to the needs of
communicating protocols. It will be shown how this language can be
used in a natural manner for specification of PDU's and the
communication itself.

Albeit protocols on the lower layers of the OSI hierarchy are
fixed (and a good deal of them 1is implemented by software or
hardware tools), a large number of different new protocols will
appear again and again on the application layer. The frame-based
language suggested here can be used with ease for describing these
new applicational protocols. The resulting specifications fulfil
two fundamental requirements:

- first, they are comprehensible even by the nonexpert user;

- second, they are executable by machines.

Problems connected to protocol engineering can be devided into
the following four groups:
formal specification of protocols and services
- (automated) implementation of the specification
- validation (verification and testing)

- conversion of different specifications.
The specification problems play an outstanding role in all areas

of protocol engineering, and so we are considering primarily these
problems.
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2. FRAMES, AN INFORMAL DESCRIPTION
2.1. The philosophy

Frame-based systems usually treat information on three different
levels: the level of frames, that of the frame-structures and
finally, the level of worlds.

Generally speaking, one can say that a frame 1is a structured
symbolic model of a concept. Actually, it can be considered as a
(usually ordered) set of arguments, called slots, each of which is
used to represent a property of the concept to be modelled. Now,
every slot may have a value, which is another frame or is a kind
of expressions in some formal Ilanguage. On the other hand, any
part of a frame can be omitted if convenient; the omitted parts
are considered hidden by the system.

2.2. Meta-information

In order to cope with the complexity of real world concepts, one
may associate information ("meta-information") to any part of a
frame, that is, to the name of the frame, to the slots and to
their wvalues. The meta-information 1is also formalised in frames
which are called meta-frames. The pieces of meta-information are
stored in the slots of the meta-frame.

In this paper we shall use only some meta-frames composed of the
following slots:

- default

- range

- cardinality

- demon.

The intuitive meaning of these slots are quite familiar; the
interested reader can find more details in [1].

2.3. Frame-structures

The second level of handling information in frame—based systems
is the level of frame-structures. These structures are used to
represent the relations among the concepts modelled by the ‘rames.
The idea behind this formalization is that if certain slot (and
its value, if any) are not found in a particular frame, then a
search is made by the system along the relations to see whether
the slot and its value are contained in another frame accessible

from the present one along such relations. |If so, then the slot
and its value will be "inherited"” by the original frame.

Here we shall wuse only the familiar relation <called "is_a"
("a_kind_of", or M"instance_of"). If two frames are in an 1I5_a
relation, then we say that the first frame is an "instance" of the
other, and this means that the instance will inherit all lacking

information from the other one.
2.4. Worlds

The third level of handling information is provided by the
possibility of forming groups from frames, in order to describe
e.g. the so called "possible (or alternate) states"” of affairs.

A world can represent hypothetical alternatives, or can be used
as a tool of representing states of a process that change with
time. Worlds can be manipulated in several different ways.
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3. CONCEPTS IN PROTOCOL SPECIFICATION

Salving the problems arising in protocol engineering, we must
consider three different aspects;

- architectural considerations

- functional considerations, and

- description of messages.

In this section we shall discuss the three aspects in details.

3.1. Architectural descriptions

In order to decrease the inherent complexity of protocols, they

usually are divided into different components'. The components
obtained by such decompositions are connected to each other
through some interaction points called gates. Then, the

specification of the decomposition of a protocol must describe the
following three parts: the components themselves, the gates and
the way of composition. Below we present four frames which can be
used to describe the general architectural aspects of
decompositions. (We shall use the following notations. Frames will
be surrounded by the keywords frame and end. The slots and their

values are separated by colons, and we shall use semicolons after
the name of the frame and also after the values of the slots.
Neta-information will be denoted also by keywords; here we shall

................. 1
3.1.1. The component frame

At this point we wish to specify the component from the outside,
i.e. as if it was a black box; the inner activity of the component
will be described later. The component, however, can communicate
with its environment through the gates. We shall distinguish among
input gates, output gates (which are wunidirectional gates) and
bidirectional gates given in the three slots of the following
frame. To each slot a meta-frame is associated which defines

defaults for these slots. This means, that, e.g. if we give the
definition of a particular component without specifying value for
one or more slots, then the value none will be inherited from this

frame. Thus, using this default/inheritance machinery we may
reduce the length of descriptions.

fraae colponent;
inputjates:;
metaalat defauitl.NONE;
end
output_gates:i
aetaslot default none;
end
bidirectionaljates
®Jiaal_qgt defaulu nonei
end
end

As an example, one may define the USI transport_protocol _|entity
(tpe) in the following way;

frame tpe;
i5_alcoiiiponent;
bidirectionaljates:upper, lower;
end
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3.1.2. The gate frame

The gate frame simply describes a gate. In this frame we may
indicate the components among which the gate is located (in the
"between" slot), the direction of it, and we can list all messages
which may pass through the gate. Finally, for a finer study, we
may specify its “"capacity" (size) and “speed", (the user may
augment these two slots by meta-information, if necessary).

fraiTie gate;
between!;
direction::
ffletaslot lej,au 11 bidirectional;
range-.bidirectional.froiii 1 to 2,froia 2 to 1:
end
meseages:;
capacity:;
flietaslot dfa ull:infinite;
end
speed:; t-
aetaslot default:infLnjte;

end

1
For illustration, let us define the gate named "upper"” of the
tpe above.

fraae upper;

is_a:gate;

between:user,tpe;

direction:bidirectional;

*es3age5: T_CQNreq,T_CONind,T_CUNresp,T_CONccnf, T_D!Sreq, T_DISind, T_DATAreq, T_DftTAInd
end

3.1.3. The composition frame

The connecticrs among the different components are specified in
two steps. First we define the composition of two components only
in the "binary _composition” frame, and then we generalise to more
complex situations. In the binary _composition frame, we shall give
the two components which are connected to each other and the
gate(s) which are used to realise the connection. Furthermore, we
specify the messages between these components.

fraje binarY_coiitposiUon;
coiponsnts:; n
aetaslpt cardinalitY:2;
end
BBSsagesJroffi_|_to_2:;
ffle55ages_froiii_2 to I:;
end |

For illustration we define the binary composition of two itpe's:

tpel and tpe2 (which are assumed to be defined previously working
in class 0).
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fraj3 tpel/tpeZ; ;
i5_albinary_coi»plsitiQni
co3ipon8nts!tpel, tpe2;
fie£5ags5 froii_I..t0.2CRCCORDT,ER,
ii2563gesdro(a 2 to. | '\ARALD::, DT ER
ed

More general compositions can be specified by using the
"composition” frame, described below. In this frame we shall give
what binary compositions are used among what components. Moreover,
in order to be able to build a "larger"” black box consisting of
the composed components, we may define the "visible" ana
"invisible"” gates of the composite. The visibility is meant from
the viewpoint of the observer being outside the larger box.

frame composition;
components!;
binaryjoupositions:;

visiblejates:;
metaslot pejjul.t:all;
end;
invisiblejates!)
metaslot cegjfaullinone;
end
end 1
For the sake of illustration let us suppose that the comaonents

tpel, tpe2, and sp (service_provider; the union of the network and
the lower layers) and their binary —compositions tpel/sp and

tpe2/sp are defined. Then, the whole protocol can be defined as
foilows!

frame transport.jirotocol; '
is_a:cocposition;
coQdonents!tpel, tpe2 sp;
binary_co»positions:tpel/sp,tpe2/sp;
vibible_gates!upperl,upper2;
invisible_gates!lowerl, loner2;

end

3.2. Functionality of components

Having defined components (as Dblack boxes) and their
compositions, we may turn our attention to the description of the
inner structure and functionality of the components.

The inner activity of a component s most appropriately
described by adopting the extended finite state machine approach.
Accordingly, we may describe the activity by making use of
"snapshots" representing the state of affairs at relevant moments,

and then specifying the dynamic “"transitions" among these
snapshots. In a certain sense, we will Dbe in analogy to the
description of compositions; first we give the “transitions"”?
between two states (the "binary"™ step) and then we give the

"declarative” part (the general step) which describes the possible
states and transitions among them as a whole.

221



3.2.1. The transition frame

The skeletal information on a transition can be given in four
items: the (present) state, the input event, the output event, and
the next state. These four iteins will be given in the four slots
(state, input, output, and next_state) in the frame below.

In real applications, however, transitions may contain (or
depend on) more information. For example, in the popular "extended
finite state machine” approach C2], one may provide also

information about the <conditions when the transition is enabled
and what additional actions should be done during the transition;

this information will be given in the slots "enabling_predicate"
and "action".

Another important property of transitions is how they handle the

"passing” information (the parameters). Parameters may originate
from three different sources;
- the ones of the first group are "left" in the (actual) state

by the "previous"™ transition (for example, a procedure attached to
the previously executed transition computes some value which s
stored in a variable of the description of the actual state)

- the members of the second ,group arrive by inputing some
messages

- finally, the parameters of the last group are computed oy some
procedure attached to the present transition; i.e. they are "born"
in the actual state.

The parameters originated from any of these sources may be
manipulated by the procedures of the present transition. Then, in
analogy to their sources, three things may happen with them:

- they may be left in the state for the next transition

- they may be output in a message, and finally

- they may die (i.e. they are neither stored nor output).

This groupping of parameters may be specified in the following
slots; parameters_from_predecessor, parameters_to_successor,
parameters_from_input, parameters_to_output; all other parameters
are handled as of the third type.

Furthermore, we may give some other information on transition,

too. For example, we can specify how and where the transition may
be interrupted, what is its time duration e.t.c.
The resulting frame is given below;

(raiiie transition;

state:;

input:;

output:;

next_State:;

enablin, _pré€dicate:;

action:; '

paraffleters_froit_predece5sor:;

pararametersj roffljnput:;

paraaeters_to_5ucce5sor:;

paraaeters_to_output:;

interruptablejy:;

interruption_points:;
aetaslot range;(before input, after_input,beforejction, after action,beforB output, after oulpui)
end

canjnterrupt:;
tifiejuration;;
Betaslot default:0;
end
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Let U5 see an example. A typical transition of the
protocol is described as follows;

transport
fraice T_CONreg/N.COKreq;
isjitransitioni
stats'clcsed;
input:T_COtlreqj
outputiN_CONfeq;
next. 5tat6!waitjor._network_connsction;
enablingjredicaleinetwork .connection isnot.avaltable;
parasetersJroiii..input:called_addre55,cal ling..addres5,.. .;
para®eter5_to..output!called_adorB55,callingjddress
interriiptable_by:T_DISreq/DR,DR/T_DISreq;
end

.....

3.2.2. The declaration frame

In this frame we may specify the set of all states and
transitions of a particular component. Of course, these data are
available in the descriptions of transitions, nevertheless such

redundant information may increase readibility, and thus it can be
useful.

fraae declaration;
coaponent;
states:;
transitions:;
input_aessaces:;
output aessages:;

As an example, we define the declaration of the whole connection

establishement phase of the transport protocol entity working in
class 0.

frate declaration of connection_establishe»ent;
is_a:declaration;
cosponent:tpe;

states:closed, wailJor_netiMork_connBction,wait_for_connBction_confirEation,open,wait_for_connection_resp)
transition3; T_QOflreg/N QONreg, N CONbonf/CR T/ T_CONbortf, T_QOHe5/CCCRT CCHMIN AISIndT DISind, ™

T DSin/N.DISind, T_DATAreq DT, DIVDX, DI/T_DATAING;
ed

3.3. Description of messages ‘

The messages needed in the problems related to protocols are of
several different types. As examples, we can mention the Service
Primitives, or the Protocol Data Units (PDU's) at different OSI
layers. The description of these different types of messages
depends on the particular place where they are used. Hence, we do
not suggest a general frame for describing all types of messages.
Instead, we provide some frames for describing the PDU's of the
transport layer (TPDU's). Though the given frames are particular
examples with restricted usage only, the ideas behind the
definitions generalise to other circumstances easily.

Following very closely the definition of the standard,

we may
use the following frames for describing TPDU's.
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trails tpdu;
length!;
metaslot format:oinary;
rangei0.1,...,254;
end
fisedjiart:;
variablejarti i
datajield:;
end

fraing variaPlejjart;
pararaeters!;
isetaslot range!sequence_of "parameter"_in5tances;
cardinality.1255!
end
checksum:;
metaslot constraint: it class is not 4 then empty;
end
end

The following frame specifies the
frame connection request;
is_a:tpdu;
fixed part:frame tpdu_mnemonic:CR;
tpdu_code:1110;
credit:0;
destination_ref:0;
sourcejef:;
other:fr_other;

variablej)art:frame parameters:tsap_id,tpdu_size,version_number,securityjjarameters,...;

end
end

fraj e. fr_other;
class;;
metaslot rang,e!0,1,2,3,4;

option!trame format:;
metaslot range:normal,extended;
default:normal;
end
explicitej low control:;
flii.5l.ot range!yes,no;
default:yes;
end
end
end
the

A parameter, e.g. tpdu_size,

can be

i OM fi>:ed part;
tpdu_inefionici;
tpdujode:;
credit:;
destinationjef:;
50urce_ref!;
other:;

end

frame parameter;
parafflater _code:;
metaslot format:binary;
ranoe:0.1. . 255:
end
parameterjengtn:;
metaslot format®.binary;
range:0,l,...,24B;
end
parameter_value!;
end

CR transport data unit;

) .

specified as follows;



freiB tpdu_Si:e;
is_a:parak8ter;
paraiiieterjodsill100 0000;
parafieter_length:I;
para;Tietef value:;
fiii.22 1o 1 rangei8192, /096,2048,1024,512,256,128;
t;U5t0T0MYii c1355=0 then (range:2048,1024,

512,258,128);
dexaul , t:12B;

end

4. Using the frame-based specification as a knowledge-base

The specification obtained by using the frames described above
defines the protocol completely. If, however, we would like to put
the whole thing into work (automatic implementation), then we must
specify the "active" part of the system, too. This active part
works as an "inference engine” over the knowledge base consisting
of the specification. W have two different possibilities to
formalise this "inference engine”. Traditionally, we may give it
as a separate procedure which uses the frames in the knowledge
base as abstract data types. In most frame based systems such
procedures can be formalised easily as frames. The other way,
fitting better to the philosophy of the frame-based systems, is to
divide the activities into little pieces and a”ssociate these
pieces to different frames as demons. In this way the "inrerence
engine” is distributed over the specification and thus, activities
are localised to the appropriate places where they should be used.
Because of the lack of space, we do not treat here definitions for
the "inference engine"; they will be presented elsewhere. Doing
so, the given specification can be considered as the main body of
the (experimental) implementation of the protocol in question.
Similar is the situation witfT the validation and conversion of the
protocols; in fact,, one can augment the specification with demons

or separate frames defining procedures to cope with the problems
C3] .
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1. INTRODUCTION

In the last few years expert systems - probably the most
pragmatic applications of artificial intelligence (Al) - has
entered the way of commercialization. These means that large
number of tools and applications are offered for sale for users
working 1in business, technology, medicine, geology etf;. The
hardware for these products ranges from the PCs up to the
specific LISP machines and the power of the tools increases
accordingly. Due to the wide variety of tools (shellcjy for
different type of applications the knowledge engineers (KE) tend
to prototype and refine expert systems using these tools instead
of direct Al programming in LISP or PROLOG. The polarization
within ES development is clearly reflected by the capabilities of
the tools on the market [1]. Large, strategic applications
require high-power, high-cost software (KEE, ART, KNOWLEDGE
CRAFT, LOOPS etc.) and costly LISP machines to run them. On the
other end of the range small-scale expert systems may need only
an IBM XT or AT and a developmental tool of a few hundred USD
(INSIGHT 2, EXSYS, M.I, PC PLUS etc). This latter group of tools
and applications i1s what we call "low-tech”™ Al. In the following
we discuss the problem of knowledge base (KB) management in low-
tech expert systems.



2. THE KNOWLEDGE BASE AND THE HARDWARE

It 1s well known that the crucial issue for the performance of an
expert system iIs its knowledge base. The three most important
factors influencing the usability of a KB are:

the quality
the complexity of the knowledge in the KB,
the amount

Here we do not discuss the first two issues roughly saying that
the larger the knowledge base the better the ES works. Different
types of problems may require different knowledge representation
(KR) formalisms to apply [2]. The most commonly used KR
techniques are

- production rules
- frames
- semantic networks

or the combinations of these. While the production rules are
relatively easy to implement on the PC, the other two techniques
are rather meniory consuming. Due to this, practically fal PC
range ES shells and applications use rules to formalise domain
expertise and meta-knowledge applied. This obviously restricts
the complexity of the knowledge we can use which, in  tumn,
decreases the ’expertise’ of PC-range expert systems. As its name
suggests, “low-tech” Al has the primary goal to implement the
simplest Al (at present mostly ES) techniques on the Ilow-end
computers, that is, on the PCs (by PC here we mean the (BM PC
and compatibles, although the Mclntosh is coming up). The 1idea
behind this strategy is likely to make the elements o1 this
relatively new and promising technique available for a large
number of end-users at reasonable iInvestment (sw, hw, mental
effort). For Jlow-tech tool vendors the above say that their
shells should run on ’standard” configuration IBM XT/AT machines
under MSDOS (it should be noted that the spread of 38b-based
machines, PS2/0S2 and workstations may change the market). - the
task is the development of expert systems with KBs (rule bases)
large enough to produce acceptable advices as ’domain experts’
and small enough to work under MSDOS.

3. ALTERNATIVES FOR THE PC

The task formulated 1In the previous section is somewhat
contradictory. ES and shell developers usually adopt one of the
following methods to cope with this problem

- the use of plug-in extension cards
- the compilation of the KB

- the use of traditional (non-Al) programming languages to
implement the tools.
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Plug-in cards |like EMS or Gold Hill’s HummingBoard are good
solutions it do not iInsist on the -use of ’standard”
configuration. The other two techniques need no extensions.
Instead, they try to shrink the knowledge base (without the
loss in the amount of knowledge) and the code that makes the
knowledge work. The KB compilation may effectively free memory
space but the elements of the compiled KB cannot be modified
without recompilation. The use of traditional languages (mainly C
and Pascal) 1iIs a strong tendency amongst the tool developers.
Even 1f good results can be achieved neither of the latter two
methods offer a final solution for the problem. During the
phase of ES refinement and extension the amount of knowledge (the
number of rules, objects etc) rapidly grows exceeding the
capabilities of the tool. In the following section we briefly
describe a method called KB partitioning and chaining (KBPC)
which proved to be useful in solving the task above.

4. KNOWLEDGE BASE PARTITIONING AND CHAINING (KBPC)

The 1dea of KBPC comes from the simple observation that iIn a
number of cases a larger KB can be subdivided into essentially
independent partitions. For instance the KB partition (subset of
rules) used by a medical expert system to interpret clinical lab
data for a patient normally independent from the rules used to
reach a final diagnosis or presenting treatment recommendations.
These partitions are usually not perfectly separated: i:hey
communicate through a set of common KB elements (objects and
hypotheses). These common elements represent the iIntermeaiate
results archieved during the evaluation of a partition and
passed to one or more other partition(s). In technical Therms
each partition can be represented by a  triple, <Ri1,H1,01>,
where Ri, Hi, O1 are the i1th subsets of the set of rules @[R),
hypotheses (H) and objects(0), respectively. Each triple is a
’self-contained chunk” of knowledge, that is, a set of hypotheses
to be verified, the associated rules to infer them and the
objects used by the rules. Discovering the real partitions in the
knowledge of the domain expert is not an easy task since iIn most
of the cases the expert 1is wunable to articulate his/her
expertise [3]. It depends on the skill of the knowledge engineer
to find meaningful partitions during the phase of knowledge
acquisition. There are many ways to implement the KBPC method.
Here we briefly outline a technique we adopted for our ES shell,
GENESYS.

For backward systems we wuse a method called ’hypotesis
ordering’. This can be performed iIn the following ways:

- direct ordering
- using problem taxonomy network.

In case of direct ordering the knowledge engineer defines the
partitions over H and the system automatically constructs the
associated subsets of R and 0. The result of this processiis a
set of (usually related) triples.

When using the problem taxonomy network the knowledge engineer
is allowed to formulate the explicit description of tlie taxonomic
relations among the elements of the problem space (i.e. the
hypotheses to be verified) using the hypothesis net(s) (HN).
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For instance, in a medical application the knowledge engineer can
construct the taxonomy of a disease family starting with the
generic disease (as the root node) and completing the network
with the specific diseases to be diagnosed (as terminal nodes).
In this case the HN determines the 'chains of reasoning®™ leading
to the terminal nodes (final diagnoses). The set nodes
(hypotheses) along these chains are the different partitions of
H. Again, the system collects those and only those rules and
objects for a certain partition of H which are necessary for the
chain of reasoning represented by that partition.

For forward cases we use the question nets (QN). The technique
by which QNs support KB partitioning 1is similar to that of HNs,
so we do not discuss 1t here. Note, that apart from KB
partitioning, ONs are very useful for explicitly and dynamically
control the way of data collection (questioning) during the
consultation.

We mentioned that the KB partitions are not completely
disjunct. For instance, rules In one partition may infer value(s)
for an object In another partition which uses this object to
reach 1ts own conclusions. KB chaining is the way to organize the
activisation of KB partitions and the information flow between
them. Chaining means swapping, "too. When the system evaluated a
partition and determined which partition is to call next it
saves the inté*rmediate data and the system status’and loads the
selected KB partition from disk. After that, using. the
intermediate data the system continues problem solving by
evaluating the loaded KB partition. Selecting the partition to be
loaded performed dynamically taking into account the current
state of the consultation. By the use of KB chaining loops can
also be organized: this means that the same partition can be
reevaluated later if necessery.

KB chaining allows the knowledge engineer to navigate over a
larger KB keeping only that partition in the memory which 1is
necessary to work with. The KBPC method proved to be useful for
medical applications In our practice and in others using GENESYS.

5. ARGUMENTS FOR AND AGAINST

In this section we list the advantages and shortcomings of KBPC
in comparison with the techniques mentioned In section 2.

5.1. Advantages of KBPC

The KBPC method has the advantage over the others iIn section 2.,
that i1t "breaks” the memory limit of MSDOS and the total amount
of knowledge wused by an ES do not depend on physical memory
available. The knowledge engineer bias to keep in mind that the
size of only a single partition iIs restricted. Using KBPC he can
take the advantages of a much larger KB than a single partition
fitting 1n the memory. Another advantage is the high Ilevel
modularity of the KB. This makes the KB maintanance much more
convenient and safe because i1ndividual partitions can be
modified 1i1ndependently and the effect of the modifications are
usually do not propagate over the other partitions. ,
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5.2. Shortcomings of KBPC

Unfortunately, there are some shortcomings of the method as well.
First of all, partitioning not always possible, and even iIf it
iIs, the construction of meaningful partitions strongly depends on
the skill and experience of the knowledge engineer. From
technical point of view the administration of KB swapping and
chaining during the course of consultation increases the response
time which may cause 1Inconveniencies using the system.
Furthermore, the “swapping time” depends also on the organisation
and the maintenance practice of the (hard) disk a factor changing
at different users. Another disadvantage of KBPC is the more
complex control structure which results iIn larger size ox r.e
run-time code which, iIs turn, decreases the maximal size of a
single partition.

6. SUMMARY

In this short paper we discussed some problems of KB management
on the PCs. We outlined a technique called KBPC to “break” the
memory limit of standard configuration PCs. In comparison wit.h
other techniques (plug-in cards, KB compilation etcj we cah srape
that KBPC has the advantage that the size of only a single KB
partition 1is [limited by the physical memory and not the t'otai
amount of knoVledge. The main problem with KBPC is that there
are cases when partitioning i1s Imposssible and the whole nex.noa
strongly depends on the skill of the knowledge engineer.
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Abstract. The three area of computing (OP, Al, SE) have
traditionally different user and developer communities,
and i1ncompatible product sets. The article tries to
identify a viewpoint from which these areas look simi-
lar. Having surveyed the currently available products,
It Is recognized that a knowledge-based dictionary is
or can be iIn the core of any DP and Al-application and
SE-environment. This"fact together with a current stan-
dardization process can substantially inluence the way
of how software will be manufactured in the future.
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1. INTRODUCTION

In the eighties there have been rapid and successful developments
in the research and application of data processing (DP), artifi-
cial intelligence (Al) and software engineering (SE) technics, as
exemplified by the current proliferation of products in all of
these areas. The fact, however, that the primary motives behind
these areas are fTairly different, resulted i1In markedly separated
user/research communities and created substantial mutual misun-
derstandings.

In particular, the main goal iIn data base research iIs to achieve
maximum performance in terms of extremely large data, number of
concurrent users and response times. On the other hand, artifi-
cial iIntelligence research strives for increasing the functiona-
lity of a system, 1incorporating complex knowledge rather than
bare data only, and simulating human-like behaviours such as



problem solving, planning etc. Finally, the software engineering
activities concentrate on the overall quality of a system balanc-
ing system requirements against maintainability, ensuring user
satisfaction and applying consistent technics during the entire
life of the system.

However, despite all of their differences, the application of DP,
Al and SE technics 1is i1dentical In one respect: each of them iIm-
proves our abilities to produce more complex software systems and
to utilize technological progresses 1In hardware. At a first
glance, this seems to be fairly obvious statement, but it repre-
sents an important shift in emphasis and establishes a good basis
for developing an iIntegrated view of DP, Al and SE. Looking at
these areas of computer science from this very pragmatic point of
view, has a lot of advantages. In this way, for example, 1t be-
comes possible to get rid off all of the misjudgements attached
to DP, Al and SE. Just to name a few of them:

- data processing i1s nothing but a rather complicated way for
handling simple data files,

- with the available technics of Al (even on a PC) one can get
close to the understanding of human thinking,

- with the advent of software methodologies, the problem of
producing quality software has been solved once and for all.

One can also recognize an on-going cross fertilization of ideas
and technics emerging from the aforementioned areas. Last but not
least, this viewpoint could also be useful iIn trying to predict
future developments.

In Section 2, 3 and 4, first we give a summary of the achieve-
ments and the apparent shortcomings of the different technics in
the areas of DP, Al and SE, respectively. Then, 1iIn Section 5, 6
and 7, we report products currently on the market making good use
from the interaction of the various technics. In Section 8, as
conclusion, we try to outline the shape of possible future sys-
tems based on the integration of DP, Al and SE.

2. DATA PROCESSING

The overwhelming majority of today®s applications is data pro-
cessing software, and, because od this, based upon some kind of
database. This 1is why the practical importance of database ma-
nagement systems (DBMS) cannot be overemphasized.

I

Traditionally, the main technical problems which a DBMS has to
cope with, are:

- concurrency control in a multi-user application environment
- effective management and storage of extremely large amount
of data (from hundreds of megabytes to gigabytes)

- recovery capabilities to protect data against system mal-
functions



The first problem was solved by the introduction of the concept
of transactions and the related transaction management algo-
rithms. The second challenge enforced the page segmentation of
the databases and the 1invention of powerful data access mecha-
nisms (balanced tree, hash coding, Blogical pointers and so on).
Finally, the recovery problem has been eliminated lay
backup/restore functions and continuous journaling.

Another technical problem which has been gaining iIncreasing at-
tention since local area networks had appeared, 1is the physical
distribution of data throughout a network. Although distributed
database management systems are already on the market (e.g.
INGRES, ORACLE, SYBASE, EMPRESS etc.), these products have not
yet matured enough and much more iImprovements can be expected 1iIn
the near future. Nevertheless, theilr appearence means that the
fundamental logical and algorithmical difficulties have been al-
ready overcome, and heralds a new era iIn DP-applications.

Turning to more conceptual problems, 1t must be noticed that the
database research and development community have long been con-
fronted with the problem of data modelling. From the very early
years, diragramming technics (e.g. Bachmann-diagram, Chen®s en-
tity-relationship diagram), data description Jlanguages (e.g.
CODASYL DDL) and data dictionaries (e.g-. IDMS"s IDD) have been
developed and used to aid the modelling activity. However, the
usefulness of such tools and technics has been severely re-
stricted, since the main contradiction between the physical
level effectiveness of a particular DBMS and the logical expres-
sive power of 1ts data description method, could not be easily
resolved. The former reguirement is essential at run-time and for
the “end-users. The Hlatter 1is crucial for the development team
during the entire life of the application, and consequently, re-
garding the delivery time of the amendments or enhancements, for
the end-users, too. This problem i1s rooted in the fact that, tra-
ditionally, a DBMS is evaluated primarily against run-time effec-
tiveness, and, to meet the perfonnance criterias, the modelling
capabilities were always compromised.

However, as a vresult of substantial progresses 1In hard-
ware/software technologies (16- and 32-bit microcomputers,
database machines, matured relational database technology etc.),
the growing popularity of database softwares caused recently that
inefficiency iIn database design has become a major obstacle in
producing database applications.

3. ARTIFICIAL INTELLIGENCE

The desire or, better to say, the challenge to build a machine
similar to a man, can be followed back to the medieval times.
Therefore, it is no wonder that a research direction within com-
puter science (called Al) was born to explore the feasibility of
using computer technics to simulate certain human-like phenomena
like speech, vision, thinking.



However, despite the great number of smart programs developed
through years of time, Al 1is still In 1ts infancy and far from
the original goal: to understand how the mind works. Moreover, it
turned out iIn between that those smart programs are not intelli-
gent enough and there are opinions that they will never be.

What is then the use of AlI? It stimulated brand new i1deas and, as
a by-product to the main stream research, we have now a collec-
tion of powerful technics whose usefulness has already been
demonstrated by the proliferation of expert systems (ES).

The main characteristics of these technics are their flexibility.
This was required by the human brain®s apparent high-level adap-
tation ability, and has resulted iIn software construction methods
based upon concepts that unify data and process descriptions and
neglec the usual strict distinctions between them. Such construct
iIs, fTor example, a LISP-expression which can be used for defining
a data structure as well as for specifying a flow of control.
Similarly, a Horn-clause In PROLOG can represent a data 1i1tem
(fact) and also a small process fragment (rule). The concept of
frames (or objects or schemas or units or etc.) in the so-called
frame-based (or object-oriented) systems, IS an even more power-
ful way to combine data and processes where the values of the
slots (a frame is divided iInto slots) can be either data or pro-
cess description. Frames can also be organized into semantic net-
work whicn, again, could behave either as a static or as a dy-
namic structure. The underlying mechanism for the Ilatter 1is
called iInheritance. and enables for the frames to share easily
properties.

The statement that data and processes are the same, is a Tairly
deep recognition. Beyond its philosophycal consequences, 1t has
led to the notion of knowledge whose well engineered collection
(knowledge base) can, iIn a knowledge-based application system,
alone represent all the information about the static (data) and
dynamic (processes) characteristics of an application domain. The
knowledge base is usually coupled with an inference engine which
?egves as a domain-independent mechanism for driving the know-
edge.

The above outlined, general architectural framework for know-
ledge-based systems works well 1In several ES-applications. More-
over, 1t works so well, and the ES-applications have become so
important for their users that the so far neglected (much rather
technical than conceptual) shortcomings of the current Al-tools
and technics have caused serious bottleneck iIn the spread of Al.

The most important deficiencies are the lack of tools to develop
distributed and concurrently accessible knowledge bases, and also
the lack of ways to integrate Al-systems with the more conven-
tional computer systems to enable for the users to follow an evo-
lutionary, as opposed to revolutionary, growing path. This is be-
coming rapidly crucial because, after a transient period when the
primary emphasis was on the personality of computing, the capa-



bility of a system to manage information coming from a variaty of
sources (human or computer), is beginning to gain vital i1mpor-
tance. Unfortunately, but understandably, Al has not paid too
much attention to this problem until recently.

4. SOFTWARE ENGINEERING

Unlike Al, software engineering was born hand in hand with the
traditional programming. The aim was Tfirst only to introduce dis-
ciplines iInto the otherwise iIntangible art of programming
(structured programming) but gradually 1its scope has been ex-
tended to other software development activities Ilike analysis,
design, test, documentation etc.

Nowadays, software engineering covers all the phases and aspects
of developing various sorts of software systems (business, real-
time, batch, on-line) and the knowledge how to develop software
IS organized iInto methodologies (YOURDON, SSADM, Information En-
gineering, JSD etc.). They are common in that each employs a con-
sistent set of technics and procedures to control the development
activity, albeit each uses different life-cycle model. On one
hand, a technic i1s a more or less formalized framework to carry
out a specific task (e.g. to draw a certain diagram) and can of-
ten be automated, on the other hand, procedures are basically
applications of technics and manpower to perform certain steps IiIn
the life of a software system (e.g. perform quality assurance re-
view, make system test plan, control change requests, perform
logical data modelling etc.).

Though methodologies appeared TfTirst iIn the mid-seventies their
spreading was substantially delayed until recently (mid of eigh-
ties) since their use was too tedious or expensive without cost-
effective automated support tools. By that time the wide avail-
lability of microcomputers/workstations and advances 1In user in-
terface technics (windowing, graphic tools) had made possible a
breakthrough in the application of SE. As a matter of fact, every
support environment has two basic components:

- data dictionary
- graphic (or at least screen-oriented) interface.

Throughout the development different types of objects (diagrams,
specifications, designs, test data, programs etc.) are to be man-
aged and among them multiple relationships (a diagram is exploded
into other diagram, a data group used iIn several data flow dia-
gram, etc.) are to be maintained. In addition, i1t is well-known
that the software development as a creative activity Is iterative
and parallel 1n nature. For example, when, during programming, it
is frequently recognized that the design has to be modified, or a
routine has to be adjusted to different hw/sw environments. Un-
fortunately, this phenomenon is usual for all kind of the above
mentioned objects. It implies that the objects can exist iIn dif-
ferent versions and variants. This problem is solved by the use



of configuration and version control technics which iIs provided®
by most of the current dictionaries. That i1s why the data dic-
tionary in software engineering is much more important even Iif,
from attractivity point of view, a good drawing interface iIs more
appealing at the first glance.

The main problem today the methodologies and their supporting en-
vironments faced, 1s that there are too many methodologies and
none of them good enough. In fact, they cannot be good enough be-
cause every real project and every company (after all the final
purpose of a methodology is to be used iIn projects) have some
particular requirements and characteristics that make hardly im-
possible to apply any standard methodology. That is why the real
skill of a software engineer, 1iIs how to deviate from standards.
But having developed a company- or project-specific life-cycle
model and a corresponding methodology, what about the tools? The
tools are marketed and supported by software companies
(@ammendments, enhancements, new releases, new hardware platforms
etc.), consequently, must have a stable set of features. However,
this prevents them to be used In a too wide variety of circum-
stances .

5. DATA PROCESSING AND ARTIFICIAL INTELLIGENCE

An 1mportant point here 1is that more systems that are imple-
mented, the Hlarger and more complex the overall system becomes.
More 1islands of automation are created, but only rarely do is-
lands coalesce; hence more gaps between systems are also created,
this process often results in an unmanageable collection of iIn-
formation and tools from which the user finds it difficult to
make an appropriate choice. Gaps are formed where we cross from
automated systems to manual systems, human decision making,
judgement and selection.

Integrating knowledge-based technology with data processing iIn
business can close, or at least shorten, these gaps, and can make
complex 1nformation systems appear more comprehensive and manage-
able to users. Moreover, 1t can extend the scope of automation,
tackle the high complexity, volatility and uncertainity which are
common In business activities, and increase competitive edge.

One way to realize such an integration, is to i1mplement know-
ledge-based languages or systems enhanced with functions required
in DP -environments. As a fTirst example, we mention the TOP-ONE
system. TOP-ONE 1s a comprehensive applications i1mplementation
and delivery environment for business computer systems, which
contains a multi-user, mainframe implementation of the logic pro-
gramming language Prolog, specially designed and developed for
the business data processing environment by Telecomputing pic. It
supports fTully transaction processing oriented features such as
concurrency control, resilience, recovery and security. It also
be coupled with existing systems, accessing conventional data
stores.



Another example 1s the G-BASE object-oriented database from
Graphael. It can manage all types of data: alphanumeric, text,
graphic, video, audio, programs and data from formerly incompa-
tible databases. G-BASE can store virtually any amount of infor-
mation without wasting critical resources, because all data on
disk rather than virtual memory. Implemented in LISP, 1t enables
LISP methods and functions to be directly linked with data, de-
scribing how to manage the data, check or display them. Unlike
other systems, G-BASE permits the data model and structure to be
modified at any time during the life of the database, and the
modifications can be performed dynamically. This is a very useful
feature to construct, for example, generic database applications.
G-BASE ensures data integrity through strict control measures. As
data entered or the structure modified, control functions can be
activated to check the validity of the data and its relationships
to other data. G-BASE also includes built-in security features to
Tcai?tain data consistency In the case of a system crash or power
ailure.

The concept of object-oriented databases become increasingly po-
pular, as other notable development efforts show. Among others,
at MCC (Microelectronics and Computer Technology Corp.: the US
fifth-generation undertaking) at least two projects are devoted
to object-oriented DBMS development.

Another product called SAPIENS from Software Craftsmen Inc., uses
expert systems concepts to application generation. The built-iIn
expert system uses a comprehensive data dictionary as its know-
ledge base. The ERROS system from ERROS Computing Services Ltd.,
too, fTocuses on intelligent application generation but uses a
theasaurus-based Inference Engine Database (IED) as data dic-
tionary. It is saild to be a new concept employing Al-technics
that use user data and data definitions to drive applications.
IED can maintain an historical or a snapshot database, allows
roll back and recovery by journalling all database changes, and
integrates three record structures: vrelational, hierarchical,
network.

The other way for Al and DP integration is the most straightfor-
ward solution: to iInterface existing Al-tools to conventional DP-
environments. The best-known product taking this approach 1is the
KEE (Knowledge Engineering Environment) from Intellicorp Inc.
which provides for the ES developers the international standard
SQL (Structured Query Language) 1interface to access data in con-
ventional DBMSs (e.g. ORACLE). It is rumoured that other leading
Al-companies (e.g. Carnegie Group Inc.) are going to take this
approach, too.

But not only the Al-companies feel the need to iInterface to con-
ventional DBMS. a DP-product vendor (Information Builders Inc.)
decided to buy a smaller Al-company and 1its product (Level 5)
with plans to unify the latter with 1ts own FOCUS system. A main-
frame vendor (Bull) has gone even further by having developed a
distributed knowledge base architecture (ABCD) where it iIntér-



faces through an Ethernet local area network three types of ma-
chines. One is devoted to user communication, the second is run-
ning an ORACLE database and the third stores a knowledge base
written by Bull®s own ES shell (Kool).

6. ARTIFICIAL INTELLIGENCE AND SOFTWARE ENGINEERING

The story of using Al and SE technics together is not at all new,
and goes back to the beginning of the eighties when the Al-tech-
nics were beginning to come out of the academic research facili-
ties. To 1i1llustrate this we mention the CALYPSO project at the
Carnegie-Mellon Univ. to explore the feasibility and possible ad-
vantages of the use of Al In SE. A series of follow-on projects
carried out for private companies, shows well the conclusion.
Even, there are some software gurus who do not even make any kind
of distinction between Al and SE which iIs obviously false for the
time being but i1t might not be iIn the future.

There are two basic approaches i1n combining Al and SE. The more
obvious i1s to use fTlexible Al-technics to implement SE-tools.
This approach has been already touched iIn the previous section
when data dictionary (DD) based application generation tools were
mentioned, and the DD was basically a knowledge base. But these
tools are restricted to the business computing area. There are
other Al-based SE-tools which are, however, generic.

One of them is Graphtalk from Rank Xerox. It is build around the
XAIE (Xerox Artificial Intelligence Environment), and provides
data dictionary, graphic and project management tools, code ge-
nerators, documantation aids and a lot more. The main feature 1is
i1ts tailorabilitv which makes good use of i1ts underlying flexible
Al-languages (LISP, Prolog, Loops), enabling to introduce speci-
ficity either on the applied method or on the project or even on
the organization level. In this respect, Graphtalk heralds a new
horizon for the applicability of SE-tools.

Graphtalk i1s far from being alone with i1ts approach. The Virtual
Software Factory (VSF) from Systematica Ltd., for example, uses
similar concepts providing user-configurable design support sys-
tem. It incorporates an Integrated Knowledge Base System (IKBS)
as data dictionary. The IKBS has extremely generic structure and
iIs capable of containing both of the method-specific iInformation
(method model, validation rules, object types, graph types etc.)
and user-supplied design data. Rule-based graphic and text design
editors manage and present the required information on the screen
after having been filtered through the method database portion of
the IKBS. VSF can be configured to support whatever structured
methods and documentation standards the user requires, and pro-
vides direct iIntegration with other tools. Currently, as standard
configurations, 1t supports 5 methodologies (YOURDON, SSADM, JSD,
CORE, MASCOT 3), and is marketed aggressively at a very competi-
tive price (7000$% for each) . Describing the core of VSF which
makes possible the tailoring of VSF to a method®"s requirements,
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Systematica also coined a new term: Methods Engineering Work-
bench.

The other approach in combining Al and SE, is to take the other
way round. The question here i1s what are the benefits of using
SE-concepts 1In Al-system development? One must not forget that,
to whatever extent a system is knowledge-based, i1t i1s still soft-
ware, and as such, 1t Is subjected to the more general rules of
the software life-cycles (1.e. i1t should be designed, con-
structed, tested, there are versions etc.). In this respect, for
example, knowledge acquisition iIs nothing more than system analy-
sis, and an equivalent to software engineering iIs knowledge engi-
neering.

Unfortunately, there is no established methodology for the deve-
lopment of Expert Systems. However, there are some on-going works
in this area as well. One (less Important) example, 1is the Tele-
computing pic. company"s efforts (marketing TOP-ONE, section 5.)
to develop methodology to identify potential business applica-
tions suitable for expert system techniques.

The other one 1is more significant. CCTA (Central Computing and
Telecommunications Agency) 1in collaboration with the Department
of Trade & Industry of UK has launched a national Expert Systems
Initiative - the GEMINI Project (Goverment Expert sysrems
Methodology INltiative). The project aims to establish an ES or
knowledge-based systems (KBS) development methodology which will
be made freely available to the information technology (IT) 1in-
dustry and users, thus following the example of SSADM, the well-
known standard. They will take full account of the methods used
to develop conventional IT systems. The method will offer inrer-
faces to SSADM and it should also be able to iInterface to other
methods to ensure that ES components and systems can be fully iIn-
tegrated with existing systems.

SOFTWARE ENGINEERING AND DATA PROCESSING

It 1s well-known that SE can help much in DP-development, in par-
ticular, i1n data modelling. Still, the conversion of a model iInto
an effective physical database design is a tedious task. This
problem i1s solved by the ZIM database product from Zanthe Infor-
mation, Inc. Using this software one need not to convert the data
model already iIn the fTorm of entity-relationships terms into
database schema definition, since the entity-relationship speci-
fication directly understandable by the ZIM database manager
which i1tself i1s a full-feature DBMS with transaction processing,
recovery and application development facilities.

But the above approach is not too common. It iIs more general to
use a DBMS to implement a data dictionary which 1s, as we have
seen, the core of any SE-tool. In fact, every DBMS uses some sort
of data dictionary for storing the metadata of a database. Some
DBMS-product went even further iIn this direction putting applica-
tion (or other) data iInto its own dictionary (e.g, 1DMS"s Inte-
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grated Data Dictionary, ORACLE®"S Data Dictionary). Moreover, DEC
has announced recently a new release of its Coininon Data Dictio-
nary, stating that i1t has certain object-oriented flavour using
an entity-relationship-attribute model.

ORACLE Corp."s activity in combining DP and SE technics, 1s espe-
cially remarkable. It does not only supply a large set of DBMS-
product but, also, 1t iIs becoming a big SE-tool vendor integrat-
ing state of the art drawing facilities with its ORACLE-based de-
velopment dictionary to be used within i1ts own proprietary deve-
lopment methodology.

Finally, there iIs one more activity worth mentioning iIn this con-
text. Standards organizations (ISO, ANSI) are currently working
on an interface standard for the Information Resource Dictionary
System (IRDS). It is the only standardization activity iIn the DB-
field, and if it is succesful i1t can Impact to a large extent the
future developments iIn the DP as well as in the SE areas.

8. DATA PROCESSING, ARTIFICIAL INTELLIGENCE AND SOFTWARE
ENGINEERING

The message of this article 1is very simple, almost trivial; con-
ceptually, DP, Al and SE are the same. It iIs so because a flex-
ible data dictionary (or knowledge base) must be an architectural
component of any DP, or Al-system or SE-environment.

This statement has far-reaching implications. It suggests that
the DP i1s the most important component of any application system.
The question can then be raised: what about a real-time system
which, because of performance reasons, cannot afford the extra
overhead of the run-time data dictionary accesses? Obviously,
there will be always systems which will not employ run-time DD.
However, even their development environments will utilize some
sorts of data dictionary. And what i1s the difference between the
system as represented iIn the development environment and the sys-
tem running iIn a production environment? The only essential one
is performance.

It seems to us that, for every system, there are a development
and a production version, and the two differ only in performance
(or other non-functional) requirement. The situation iIs very si-
milar to the one when somebody writes a document with the help of
a word processor. There is a version of the document stored in
the computer in a format which one can easily modify, and there
iIs a printed version which can be used effectively (no need for
computer, one can page i1t as he wants etc.). Analogically reason-
ing, the generation of the production version from the data dic-
tionary which embodies all the knowledge about the system under
development, will be as easy as printing a document, and one can
generate a running system for different hw/sw environments with
the same ease as one can print a document on different printers.
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This is not to say, however, that DP, Al and SE-technics are cur-
rently interchangable, still we have got the feeling that they
are coming closer and closer to each other, and, perhaps, it is
not too risky to predict that iIn the next millenium the software
development will be mostly knowledge acquisition. This again will
not solve the problem of how to construct good quality software
cl)nceland for all, but it will lift the problem onto a higher
evel .
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